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Tiim diinyada oldugu gibi lilkemizde de teknolojik gelismeler diger bir ifade ile dijital endiistri hizli
bicimde degismektedir. Endiistri bagta olmak lizere ekonominin saglik, havacilik-savunma sanayi,
otomotiv, imalat, tarim ve egitim basta olmak iizere tiim alanlarinda dijital donisiimii
gerceklestirmek igin; Biiyiik Veri, Sensorler/Algilama Sistemleri, Nesnelerin interneti, Artirilmis
Gergeklik, Bulut Teknolojileri, Siber Giivenlik, Akilli Fabrikalar, Eklemeli imalat, Yapay Zeka gibi
teknolojiler kullanilmaktadir. internet teknolojilerin hizla gelismesi ile iiretilen biiyiik verilerin
hacimleri, gelistirilen algoritmalar ve veri depolama sistemlerindeki gelismeler yapay zeka
teknolojilerini bugiin ¢cok daha popiiler hale getirmistir. Bu nedenle lilkemizdeki 6grencilerin
teknolojik gelismelere entegrasyonunda ve milli teknolojik hamlelerin gelistiriimesinde en dnemli
uygulamali egitim kurumlarindan birisi de TUBITAK Deneyap Teknoloji At6lyeleri'dir.

Yapay zeka teknolojileri, 6grencilerin biligsel ve analitik diistinme becerisini gelistirmek i¢in uygun
bir teknolojik yontemdir. Bu yontem uygun bir egitmen entegrasyonuyla gerceklestirildiginde
ogrencilerin analitik ve zihinsel diisiinme ile mesleki ve toplumsal gelisimlerine iist diizey problem
¢ozme, yaraticilik becerilerini gelistirmesine katki saglayacagi diisiiniilmektedir. Hazirlanan
kitapta 6grenci ve egitmenlere yapay zeka teknolojileri program gelistirme ve uygulama yapma
siirecinde rehberlik etmesi hedeflenmistir. Ogretmenlerin 6grencilerin gelismesine yardimci
olabilmesi igin adim adim kod yazma 6gretim modeli kullanmistir. Bu amag igin bu kitabin her
asamasinda yazarlar tarafindan gelistirilen “Algila, Tasarla, Harekete Geg, Yiiriit ve Karar Ver”
ogrenme dongiisi kullaniimistir.

Ogrenme  dongiisinde yapay zeka teknolojileri algoritmalarinin  temel kavramlarin
olusturulmasinda egitmen temelli algila yaklasimi sunulmustur. Ogrencilerin verilen temel yapay
zeka bilesenleri ile ileri seviye dikkat ve motivasyonlarini saglama yaklasimlari 6n plana
¢tkariimaya galisiimistir. Tasarla bolimiinde egitmen yapay zeka veri setini 6gretme ve hazirlama
islemlerini gerceklestirmektedir. Hareket gec¢ boliimiinde egitmen o&grencilerden Tasarla
bolimiinde ogretilen veri setlerine uygun yapay zeka yontemlerine ait kodlari birlikte yazar.
Ogrenciler Yiiriit bolimiinde Tasarla ve Harekete Ge¢ asamalarinda hazirlamis olduklari
uygulamalar igin yapay zeka modellerine ait egitim ve tahminlenmeden elde edilecek sonuglari
dogru bigimde kodlamasi saglar. Karar ver boliimiinde yapay zekd modelinden elde edilen
sonuglarin basarisini test eder. Bu 6gretim dongiisiinden sonra egitmen ogrencilere her haftaya
ait birer etkinlik uygulamasi vererek ogrencilerin yapay zeka algoritmalarina yonelik Python
programlama dili kullanarak kod yazma, hata ayiklama, modeli egitme, tahminleme ve modelden
elde edilecek dogruluk basarim sonuglarini test eder.

Kitapta yapay zeka algoritmalarinin modellenmesi igin kolay 0grenebilen, nesne tabanli
uygulamalari ile oldukca siklikla tercih edilen agik kaynak kodlu Python programlama dilindeki
Spyder editorii kullanilmistir. Yapay zeka modellerini uygulamak igin Python programlama dilinde
sikhikla kullanilan  Numpy, Matplotlib, Scipy, Scikit-Learn, TensorFlow, Keras, Pytorch
kiitiphaneleri kullamimistir. Ayrica her hafta 6grencilerin yapay zeka modellerini daha iyi
anlayabilmeleriigin agik erisimli internet sitelerinden farkl konularda farkl veri setleri kullanilarak
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uygulamalari yapmasi saglanmistir. E§itmen etkinlik oncesinde dgrencilere yapay zeka modelleri
kullanilarak gerceklestirilecek uygulamalar igin acik erisimli internet sitesinden veri setini
yiikleyerek ogrenciler tarafindan kullanilmasini saglar. Bu kitap lise seviyesinde yapay zeka
egitimi vermek isteyen egitmenler igin uygulamali bicimde hazirlanmistir. Kitapta, ogrenciler ilk
asamada yapay zekanin kuramsal temellerini, ikinci agamada problemin belirleyerek agik erigimli
internet sitelerinden veri setlerini yiiklenmesi ve verilerin analizi adimlarini ve son agsamada ise
yapay zeka modelleri kullanilarak problemi ¢6zme, tahminleme ve raporlama adimlarini
kazanmasi amaclanmigtir. Konularin tamami ©6grenme dongisi  kavrami igerisinde
olusturulmustur. Kitap 8 haftalik bir ders plani olarak tasarlanmistir. Her haftaya bir bolim
diisecek sekilde sekiz haftalik icerik hazirlanmistir. Ogrencilerin 6grenmis olduklari yapay zeka
modelleri ile ilgili 4. haftadan itibaren projeler gelistirilmesi hedeflenmistir.

Sevgili egitmenlerimiz ve 6grencilerimiz basta olmak iizere kitabin biitiin egitim camiamiza katki
saglamasi dilegiyle...
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YAPAY ZEKA DERSIi OGRETIM KILAVUZU

Ogrenme, bireyin yasantilar sonucu davranislarinda meydana gelen olduk¢a uzun siireli
degisimlerdir. Egitim liggenine gore egitmen ve bilgi etkilesimi “0gretim”, egitmen ve ogrenci
iliskileri “pedagoji”, 6grenci ve bilgi etkilesimi “G§renme” siirecini olusturmaktadir (Amerikan
Ulusal Arastirma Konseyi, 2012). internet devrimi ve bilgisayar kullaniminin yayginlasmasi egitim
alaninda da bir “dijital devrim” olarak ortaya ¢ikmustir. iginde bulundugumuz dénem “bilgi cagi”
olarak adlandinimaktadir. 21. Yiizyil 6grenenleri igin biligsel, kisisel, kisiler arasi alan olmak
lizere ii¢ temel yeterlik bashgi belirlemistir Amerikan Ulusal Arastirma Konseyi (2012). Soz
konusu yeterliklerden de hareketle yapay zekanin ele alindigi bu 6gretim kitabinda da baglam
temelli 6Grenme-ogretme ve problem ¢6zmenin biligsel yaklasim icerisinde harmanlandigi bir
strateji benimsenmis durumdadir.

Bireyin gercek hayatta karsilastigi olgu, olay veya kullanmis oldugu teknolojinin ders icerikleriyle
iligkilendirilmesi baglam temelli 6grenme-6gretme olarak tanimlanir (MEB, 2012). Ogrenciye
aktarilacak yeni bilgiler ile onceki 6grenmeleri arasinda kurulan koprii veya baglanti olarak
distniilebilir. Bu kitapta yapay zeka c¢oziimleriyle baglantili icerik de bireyin gercek hayatta
karsilastigi, hatta giinimiizde giincelligini koruyan olgular, olay ve teknolojiler cercevesinde ele
alinmistir. Bu olaylar ozellikle yapay zeka yoniinde problem ¢6zme odakli eylemlerin kullanilmasi
yoniinde irdelenmis ve boylelikle problem ¢dzme yoluyla yapay zekanin (ve ilgili tekniklerin)
ogretilmesi hedeflenmistir.

Baglam temelli 6grenme adimindan sonra konumlandirilan problem ¢ézme, sorunun nedenini
belirleyerek ¢oziim icin alternatifleri deneyerek giicliikleri yenme ve istenilen sonuca ulasma
cabasidir. Problemler, tecriibelerimiz ve 6grenme siirecleriyle elde ettigimiz bilgi-becerilerinin
yapilandirnimasini gerekli kilmaktadir (Jonassen, 2007). Bu kitaptaki yapay zeka ogretimi de
bireylere her yeni yapay zeka tekniginin problem ¢ozme odakli uyarlanmasini nermekte, problem
coziimleri yapay zekanin ve ilgili tekniklerin kavranmasini kolaylastirmaktadir. Bu yolla da
esasinda biligsel yaklagim igerisinde bir siire¢ de tecriibe edilmektedir.

Biligsel yaklagima gore egitim, bireyin ¢esitli yasantilar yoluyla zihnindeki semalar gelistirme
sirecidir. Zihinsel semalar bilgileri diizenleme, yerlestirme ve kullanma bigimlerini icermektedir.
Ogrencinin zihnindeki semalarin zengin ve gelismis olmasi alinan bilgilerin daha kolay
oziimsenmesini saglamaktadir. Etkili ve verimli bir egitim icin bireylerin zihinsel degisimine katki
saglayan 6grenme tiirlerine agirhk verilmelidir. Ogrencilerin girisimcilik, yaratici diisiinme,
elestirel diislinme, karmasik problemleri ¢ozme, etkili iletisim ve takim ¢alismasi gibi becerileri
kazanmalarina yonelik olarak tasarlanmalidir. Benzer sekilde kitap icerisinde sunulan igerik
ozellikle kodlama ¢oziimleri araciliiyla bireylerin zihin semalarini bir arada etkili bir sekilde
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kullanarak etkili ve verimli bir bilgi-beceri kazanimi olugturmalarini saglamakta, bu yolla yapay
zeka ogretimi kapsaml bir sekilde tamamlanmaktadir.

Gliniimiizde bilgi teknolojilerindeki gelismeler ile bilim arasinda dogrudan bir iliski vardir. Bilgi
teknolojileri bilimsel ¢galigmalar igerisindeki veri diizenlemesi, veri yonetimi-analizi ve elde edilen
bulgularin yorumlanmasi gibi agamalarda aktif bir bigimde kullaniimaktadir (Hacer, 2004). Soz
konusu agamalardan hareketle kitaptaki igerik de algila, tasarla, harekete geg, yiiriit ve karar ver
ogrenme dongiileri igerisinde organize edilmistir. Bu dongiiler baglam temelli 6grenme-6gretme
ve problem ¢ozme ile bilissel yaklagimi desteklerken, bireylere bilimsel calismalarda
izleyebilecekleri adimlara agina olmalarini miimkiin kilmaktadir. S6z konusu dongiiler ve kitaptaki
yapay zeka uygulamalariyla baglantili Python programlama diline iliskin genel bilgiler ilerleyen
paragraflar altinda agiklanmistir:

ALGILA- TASARLA - HAREKETE GEG- YURUT-KARAR VER OGRENME
DONGUSU

Algila-Tasarla-Hareket Gec-Yiiriit-Karar Ver ogrenme donglisi adimlar, yapay zekanin
uygulamalarla etkili 6gretilebilmesi igin Python programlama dilini de dikkate almak iizere su
sekilde kullaniimalidir:

Algila: Bu boliimde, ilgili hafta ile ilgili egitmen 6grencilere teorik bilgileri gorsel destekler ile
aktarir. Anlatilacak konu ile ilgili olasili avantaj ve dezavantajlari detayli bicimde anlatarak
ogrencilerin dersin konusu ile ilgili algisal diisiincelerini arttirir. Egitmen, Python programlama
gecgmis bilgilerini aktive etmek ve Python yapay zeka kiitiiphaneleri hakkinda 6grencilerin dikkat
ve motivasyonlarini saglamak ile gorevlidir. E§itmenin bir dnceki derste yapilan yapay zeka
uygulamalarini mutlaka 6zetlemesi gerekir.

Tasarla: Bu boliimde egitmen ogrenciler ilk olarak ilgili hafta ile ilgili belirlenen problemleri
anlamasi saglayarak ilgili haftada belirlenen yapay zeka modeli kullanarak problem ¢ézmesi
saglanir. Bunun icin Python programlama editoriinde yapay zeka veri setini 6gretme ve hazirlama
islemlerini yapar. Ogrenciler, e§itmenin gdstermis oldugu kodlari Python programlama editériinde
uygulamaya gergeklestirir. Bu bolim dabhil, ilerleyen uygulama odakli boliimlerde dersteki kodlar
ve veri setleri icin Github iizerinde https://github.com/deneyapyz/lise/ platformu tanimlanmistir.

Haraket Geg: Bu bolimde 6grenciler Python editoriinde kod yazmak igin aktif rol alirlar. E§itmen
uygulayici pozisyonundadir. Ayrica ogrencilerin kod yazarken yaptiklar hatalarda destek
olacaktir. Fakat egitmenin sagladi§i destek geredinden fazla da olmamalidir. Egitmen
ogrencilerden egitim ve test verilerini ayirmasini ve model kurmada basarili olmasini bekler.

Yiiriit: Bu bolimde egitmen Python kodlama ekraninda program kod satirlarini adim adim yazar.
Ogrenci ise egitmenin kod yazdigi her bir adimdan sonra kodu uygulayarak ilgili haftaya ait
uygulamayi gerceklestirir. Burada, 6grenciler Python editoriinde kod yazmak igin aktif rol alirlar.
Egitmen uygulayici pozisyonundadir. Egitmen ogrencilerden modeli egitme ve tahminlenmesini
dogru bicimde kodlamasini bekler. Ogrencilerin takildiklari noktalarda destek olacaktir.
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Karar Ver. Ogrenci Python editoriinde gergeklestirmis oldugu yapay zekd uygulamasindaki
basarisini test eder. Elde edilen test sonuglarini hata matrisi iizerinde gozlemleyerek yapay zeka
modeli basarisini test eder. Github platformundaki ders klasorii ile etkilesim devam eder.

Algila

Karar Ver Tasarla

Harekete Geg

Sekil 1. Ogrenme Déngiisii

PYTHON PROGRAMLAMA ORTAMI
Python

Giinimiizde teknolojinin hizla gelismesi ile bilgisayar progralama dillerine olan ilgide giin
gectikce artmaktadir. C++, Visual Studio.Net, Python gibi birgok yaygin bigimde programlama dili
kullanilmaktadir. Ozellikle agik kaynak kodlu olan ve siirekli olarak kiitiiphaneleri gelistirilen
Python programlama dili bu diller igerisnde dne ¢ikan programlama dilidir. Python programlama
dili basit bir kod yapisina sahip oldugu igin ogrenilmesi oldukga kolaydir. Python kolay
ogrenilebilirligi, icretsiz ve acgik kaynak kodlu olmasindan dolayi siirekli gelistirilebilmesi
sayesinde kodlamaya yeni baslayanlarin ilk tercihi olmaktadir. Python, 2020 IEEE arastirmasina
gore diinya ¢apinda en cok kullanilan ve tercih edilen programlama dillerinden birisidir (Cass,
2020). Yapay zeka denince akla ilk olarak Python dili gelmektedir. Bu durum da Python'in diinya
¢apinda biiyik bir kitlesinin olmasina neden olmaktadir. Ancak yapay zekéd uygulamalarinda
Matlab, C++, Lush gibi standart dillerde kullanilir. Python programlama dilinde yapay zeka
islemede genellikle Keras, Numpy, Pytorch, Matplotlib, Scipy, Scikit-Learn kiitiiphaneleri
kullanilmaktadir. Python programlama dilinin diger programlama dillerinden farki, gok yiiksek
seviyeli olmasi dolayisiyla az sayida komutla ¢ok sayida islemin pratik sekilde
gerceklestirilebilmesi, nesne yonelimli programlama yaklagiminin hizli bir sekilde hayata
gecirilebilmesi ve her gecen zaman genisleyen, aktif bir kiitiphane havuzuna sahip olmasidir.
Python'da IDLE, Spyder ve Pycharm gibi farkli kod yazma editorleri kullanabilmektedir. Sahip
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oldugu yetenekler dolayisiyla Python programlama dili lizerinden internet / web platformlar
geligtirme, bilimsel ve sayisal hesaplama siirecleri isletme, yapay zeka sistemleri olusturma,
robotik ¢oziimlerin kod altyapisini destekleme gibi bircok farkli alanda uygulamalar
gerceklestiriimektedir.

& Spyder (Python 3.8)

File Edit Search Source Run Debug Consoles Projects Tools View Help

E a2 C
| yazisi rakamlann tamnmasi_CNN.py
miann taninmasi_CNN.py™

_ future__ import print_function

t keras

keras.datasets import mnist

keras.models Sequential
Dense, Dropout, Flatten
Conv2D, MaxPooling2D

batch_size = 128
num_classes = 1@ §
epochs = 12 # egitin

img rows, img cols = 28, 28

IPytho

(x_tr

f K.image data format() == ‘channels first':
x_train = x train.reshape(x train.shape[@], 1
x _test = x test.reshape(x test.shape[@], 1, i
input_shape = (1, img_rows, img cols)

x_train = x_train.reshape(x_train.shape[@], i
x test = x test.reshape(x test.shape[@], img

Sekil 2. Python Spyder kodlama ortami.

Kitap igerigi hem yiiz yiize hem de uzaktan egitime uyumlu bir yapida insa edilmistir. Ozellikle
uzaktan egitim sireglerinde, icerikte sunulan agiklamalarin ve yonlendirici kutucuklarin dikkate
alinmasi ogretim-o6grenim siireclerinin kalitesini artirabilecektir. Kitapta icerik akisi Python ile
yapay zeka, yapay zeka matematigi ve bulanik mantik, olasilik ¢oziimleri igin bayes 6grenme,
karar agaclar makine 6grenme algoritmasi, yapay sinir aglari, etmen tabanli modelleme, zeki
optimizasyon ve derin 6grenme olmak iizere 8 haftalik program altinda kullanima sunulmustur.
Ogrenciler 8 haftalik program sonucunda su kazanimlari elde etmektedir:

e Algoritmik yapilari 6grenir ve basit bir yapay zeka olusturur.

e Python ile bulanik mantik tabanli matematiksel islemleri gerceklestiren yapay zeka
tabanl ¢oziim Uretir.

e Makine ve Bayes ogrenme ile regresyon, siniflandirma ve kiimeleme yontemlerini uygun
olani modeller.

e Karar agaclan algoritmasinin kullanarak 6rnek uygulama yapar.

e Yapay sinir aglari modeli ile yiiksek bir basarim orani ile model olusturur.

e Etmen tabanli modeller davraniglarini kullanarak mimari tasarlar ve problemi ¢ozer.

e Zeki optimizasyon teknikleri kullanarak koloni optimizasyon davranigini uygular.
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e Yapay Zeka alani agisindan derin 6grenme algoritmalarini kullanarak ornek uygulamalar
yapar.

Kitap icerigi Python programlama dili icerdigi icin yapay zeka odakl konularin anlasiimasi
konusunda Python kodlama bilgi ve becerisi de gerektirmektedir. Kitap iizerinden ogretim ve
ogrenim siireglerine gegilmeden hemen dnce Python ile ilgili temel egitimler alinabilecegi gibi,
https://owncloud.tubitak.gov.tr/index.php/s/wBDAzLnpc614j0L?path=%2FYAPAY %20ZEKA%20
K%C4%BOTAP adresi altinda sunulan 17 videoluk anlatim serisi ile Python kodlama temelleri
ogrenilebilmektedir. Ogrencilerin ozellikle ilgili video serisinden destek alarak, 1 haftalik bir
Python 6n-6grenim siireci gegirmeleri kitapta anlatilanlarin daha iyi anlagiimasi adina dnemlidir.
Yine videolar altinda anlatilan 6rnek kodlar https://github.com/deneyapyz/pythonvideolari Web
adresinde sunulmus durumdadir.

Kitaptaki ogretim sirecinin etkin olmasi adina cgesitli Web unsurlarindan ve ozel igerik
kutucuklarindan faydalanilmistir. S6z konusu bilesenlerin genel islevleri kisaca soyledir:

e GitHub: Giincel yazilim projelerinin ve gelistirici profillerinin paylasildigi GitHub
platformunun ogrenciler tarafindan onerilmesi onemli oldudu icin kitap iceriginde
anlatilan yapay zeka konulariyla baglantili kodlar ve veri setleri icerikte aktarilan GitHub
linkleri altinda kullanima agilmistir.

e QR (Kare) Kodlar: Ogrencilerin ders ve 6dretim siireglerine ilgilerini aktif tutmak ve yapay
zekad cercevesinde daha etkin ve giincel fikirler olusturabilmek adina gesitli video
linklerine baglantilar sunulmustur. Ogrenciler (ve hatta egitmenler) ders siireclerinde ilgili
QR (kare) kodlari okutup videolara erisebilecek, ders sirasinda videolar tartisabilecek ya
da ders harici zamanlarda videolari izleyerek giincel konulara dair kazanimlar
edinebilecektir.

e Egitmene Not: Egitmene Not kutucuklari, kitap iceriginin 6grencilere aktarimi asamasinda
egitmenlere tavsiyeler ya da bazi kritik islem adimlarini aktarabilmek adina kullaniimistir.

o Diisiin, tartis..: Disiin, tartis kutucuklar ders sirasinda yapay zeka ile ilgili giincel
konulardan hareketle sinif i¢i ya da bireysel fikirlerin olusturulup tartisiimasini saglamak
icin kullanima sunulmustur. Bu kutucuklar altindaki sorular (tartisma konulari) 6zellikle
ogrencilerin entelektiiel bilgi diizeylerini giincel konularla harmanlamayi hedeflemektedir.

e Biliyor musunuz?: Biliyor musunuz kutucuklar yapay zeka ile ilgili glincel, 6nemli ve
dikkate cekici konulari / gelismeleri 6grenciler ile kisa notlar iizerinden paylasmayi
hedeflemistir.

o Diinyadan Haberler: Diinyadan Haberler kutucuklari, ders haftalar icerisindeki yogun
kodlama siireglerini esneklestirmek ve giincel yapay zeka geligsmelerini 0grencilere
kaynaklar iizerinden aktararak bilgi birikimi desteklemek adina sunulmustur.

Proje Yarigsmasi: Kitap ile saglanan yapay zeka egitimini etkin bir proje igerisinde harmanlamak
ve o0grencilerin elde ettikleri bilgi-becerilerini nihai bir caligma altinda, rekabetci bir yonde ise
kosmasini saglamak icin proje yarigmasi olusturulmustur. Detaylan kitabin sonunda sunulmus
olan proje yarigmasi, iklim degisikligi (krizi) 6zelinde hedef bir veri seti (problem) igin 6grencilerin
ozgiir bir sekilde yapay zeka ¢oziimii iiretmelerini ve urettikleri ¢oziimiin tasidigi niteliklere gore
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puanlanmasini iceren prosediirleri kapsamaktadir. Yarigma siireci 7. hafta sonundan 8. hafta
dersi 2 glin oncesine kadar siirmektedir.

Buraya kadarki agiklamalardan da hareketle, haftalik 6gretim siirecinin soyle bir akis icerisinde
gerceklestiriimesi onerilmektedir: Egitmen ogrencilere ilgili haftaya ait konuyu teorik olarak
detayl bigimde aktarir. Sonrasinda, dgrencilere ilgili haftanin veri seti, flash disk ortaminda ya da
cevrim ici indirme linkleri yoluyla verilir. E§itmen tarafindan ogrenciler ile birlikte Python
programlama dilinde ilgili haftaya ait 6rnek uygulamayi kod olarak yazar ve yiiriitiir. E§itmen ve
ogrenci birlikte uygulama kodlarindan elde edilen sonucu degerlendirir. Bu noktada igerikte
sunulan egitmene not kutucuklari ve diger destekleyici kutucuklar da dikkate alinarak, ogretim-
ogrenim siireclerinin etkinligi artirilir.
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1. Boliim: Python ile Yapay Zeka

1. Hafta: Python ile Yapay Zeka

On Bilgi:

e Temel bilgisayar programlama ve algoritma bilgisi verilecektir.

e Python anlatim videolari 1. Python Dili Ozellikleri, 2. Python Yukleme Kodlama Ort., 3.
Python Kodlama icin Spyder, 4. Veri Tipleri, 5. Veri Tipleri Doniisiimleri, 6. Atama
Operatorleri ve Aritmetiksel Operatorler ve ayrica 7. Karsilagtirma Op., Mantiksal
Operatorler. 8. If Yapisi, 9. Giris-Cikis Komutlari, 10.-11. Dongiiler ve 12. Veri Yapilari-Veri
Modelleri 6§renciler tarafindan hafta ncesinde izlenmis olmalidir.

Haftanin Kazanimlari:

Ogrenciler “yapay zeka" kavramini temel diizeyde agiklar.

Ogrenciler algoritma kavramini agiklar.

Ogrenciler basit bir yapay zeka 6rnedi olusturabilir.

Ogrenciler Python ile yapay zeka temel kiitiiphanesi ile giris seviyesinde uygulamalar
yapar.

o Ogrenciler Github platformu ile yapay zeka 6rnekleri iizerinden karar vermeyi dgrenir.

Haftanin Amaci:

Bu haftanin amaci, “yapay zekd" kavraminin tiim ogrenciler tarafindan dogru bir sekilde
anlasiimasini saglamaktir. Haftanin bir di§er amaci, Python ile 6rnek kodlar yazarak yapay
zeka uygulamalari ile 6grencilerin ilgisini ¢ekerek etkinliklere yonelik ilgilerini artirmaktir.
Ayrica, 6grencilerin problem algilamasi ve bu probleme ait yapay zeka modelleme kavraminin
ne oldugunu tanimlamasi ve basit bir veri organizasyonu olusturabilmesi de
hedeflenmektedir. Ders siiresince kullanilacak Python editor ve temel yapay zeka
kiitiphanelerini tanitmak ve 6grencilerin bu kiitiiphaneleri kullanarak temel diizeyde yapay
zeka uygulamalari yapmalari hedeflenmektedir.

Kullanilacak Malzemeler:
Bilgisayar, kagit, kalem, Python kod editorii
Haftanin islenisi:

Algila: Ogrenciler yapay zeka kavrami iizerine tartisabilir ve problem ¢6éziim sekillerini
algilayabilir.

Tasarla: Ogrenciler yapay zekdda veri organize etme islemlerini temel diizeyde
gerceklestirebilir.

Harekete Geg: Ogrenciler Python programlama dili ile egitim ve test verilerini ayirma, model
kurma gibi stirecleri gergeklestirebilir.
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Yiiriit: EQitmen, ogrencilerin Python ile model egitme ve tahminleme iglemlerini
gerceklestirebilmeleri icin uygulamalara birebir ve etkili rehberlik eder. Boylelikle ogrenciler
de yapay zeka model egitme ve tahminleme ¢oziimlerini uygulayabilir.

Karar Ver: Ogrenciler alternatif yapay zekd modelini diizenleyerek / kodlayarak ¢oziim
iretebilir.

1. ALGILA

1.1. Yapay Zekéa Kavrami Uzerine Tartisma

Egitmen, dgrencilerin "yapay zeka" kavrami lizerinde tartigmalarini saglar. E§itmen, 6grencilere
asagidaki sorulari yonelterek tartigmayi yonetir.

e Yapay zeka nedir?

e Yapay zeka bilesenleri nelerdir?

e Yapay zekada problem ¢oziim sekilleri nelerdir?

e Yapay zeka ile nerelerde karsilasabiliriz?

e Robotlar yapay zeka ile diinyay ele gegirebilirler mi?

e Yapay zeka insan beynini nasil taklit ediyor?

e Yapay zeka hayatimizi nasil sekillendirecek?

e Python nedir?

e Python programlama dile ile yapay zeka nasil 6grenilir?
e Python igin hangi temel yapay zeka kiitiiphaneleri kullanilir?
e Program/modelleme nedir?

Sorularin cevaplarinin 6grencilerin bulmasi saglanir. Egitmen, yapay zeka ve bilesenleri program
ve modelleme kavramlari i¢in devam eden paragraflarda verilen tanimlari dikkate alarak
ogrencileri yonlendirebilir veya ogrenciler kavrami yanlis tanimladiklarinda tanimlamalan
dogrudan kendisi yapabilir.

Yapay zeka, insan zekasini modelleyebilmek adina insan gibi akil yiiriitme, anlam c¢ikartma,
genelleme yapabilme, gegmis deneyimleri ile 6grenebilme gibi yetkinlikleri bir bilgisayara ya da
makineye kazandirabilmektedir. Oxford ingilizce Sézliik'te ise yapay zekd gorsel algilama,
konusma tanima, karar verme ve diller arasinda geviri gibi normalde insan zekasini gerektiren
gorevleri yerine getirebilen bilgisayar sistemleri olarak tanimlanmaktadir. Her iki tanimda da
vurgulanan nokta, yapay zekanin bir gorevi gercgeklestirirken insan beyni gibi 6§renme
fonksiyonunu gerceklestiren bilgisayar sistemleri olmasidir. Yapay zeka ile insanlara gore daha
akilli galisma yetenegine sahip olup daha hizli akil yiiriitmekte ve daha dogru karar vermektedir
(Yilmaz, 2021).
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Yapay zeka Sekil 1.1°de gosterildigi gibi veri seti, 6grenme algoritmalari ve karar verme siireci
olmak iizere i¢ ana bilesenden olusur. Yapay zekada metin, goriintii verileri, zaman, uzunluk
olgiimleri, video kayitlarinin diizenlenmesi ile veri seti olusmaktadir. Ogrenme algoritmalari yapay
sinir aglan, makine 6grenmesi, derin 6grenme gibi birgok alt daldan olugsmaktadir. Yapay zeka
ogrenme algoritmalari karmasik bir yapiya sahip gibi goziikse de temelde algoritma ve
programlamadan olugmaktadir.

Yapay Zeka Bilesenleri

Vern Seti

Tahmin

Sekil 1.1. Yapay zeka bilesenleri

Algoritma: Bilgisayarlarda bir problemin ¢oziimiinde izlenecek yol genel tanimiyla algoritma
olarak adlandinihr. Cocuklar giinliik hayatta kullandiklar tabletlerden, oynadiklari oyunlara,
yasamlarinin her alaninda algoritmalari kullanmaktadir. Algoritma mantigi veya bir problemi adim
adim ¢ozebilme yetenegi ozellikle fen ve matematik gibi sayisal derslerde oldukca onemlidir.
Ornegin matematik dersinde bolme, garpma ve ¢ikarma gibi iglemleri yaparken algoritmalardan
faydalanilir. Gocuklar, problemleri boliimlere ayirma ve ¢dziime ulasabilmek igin yapmis olduklari
islem basamaklari algoritmik diisiinceye ornek olarak verilebilir.

Program: Yapay zeka uygulamalari igin algoritma adimlari bilgisayar tarafindan gerceklestirilen
program kodlarinin biitiiniidiir. Programlar yapay zeka uygulamalarinin bilgisayar tarafindan
yapilmast igin gereken adimlarin bir programlama dili araciligiyla aktariimasidir. Ogrenciler de bu
derste yapay zeka uygulamalari gelistirmek igin Python programlama dili kullanacaktir.

Diisiin, tartis... \

insanlar teknolojiye neden ihtiyag duymaktadir? Yapay Zeka’nin buradaki rolii nedir;
neden bu kadar 6nemli ve popiiler olmustur? Ogrenciler olarak bu konudaki bireysel
dustincelerinizi notlandirabilir; ardindan sinif ortaminda tartisabilir ve / veya Web
ortamindaki giincel tartismalar ile dislincelerinizi karsilastirabilirsiniz.

y

1.2. Yapay Zekada Problem Modelleme

Yapay zekada problemin modellemesinde kullanilan bir¢ok otomatik karar verme mekanizmasi
vardir. Yapay zeka modelleri ile veri girisi saglandiinda uzman bir kisinin verecegdi karari
"egitilmis" matematiksel algoritmalar yapar. Ayrica yapay zeka modelleri karar siirecinin
yorumlanmasina yardimci olurlar. Yapay zeka modelleri, sistemin en dogru karari vermesi veya
maliyeti en aza indirmesi igin biiyiik miktarda veriyi islemektedir. Farkli ortamlarda gelen verileri
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analiz eden yapay zeka modeli tiim verileri gozden gegirerek uzmanlardan olusan bir ekibin
yapacagi belirli bir karar siirecini tek basina gerceklestirir. Yapay zeka modellemesi veri akigi
Sekil 1.2'de gosterildigi gibi su sekildedir:

Problem: Ogrenciler yapay zeka coziimleri igin problemin siniflandirma, regresyon veya
kiimeleme tiiriinii belirler. Ornegin kedi ve kopek verilerinden olugan veri setinin
siniflandirma problemi oldugunu, yaya sayisina gore trafik 1siklarinin siiresinin
belirlenmesinin bir regresyon problemi oldugunu analiz eder.

Veri Toplama: Ogrenciler problemin ¢oziimii ile ilgili acik erigimli internet sitelerinde yer
alan (Kaggle, Github vs.) veya kendi toplamis olduklar verileri bir araya getirir.

Veri On isleme: Bu asamada, toplanan veriler iizerinde eksik verileri tamamlama,
anlamsiz verileri ¢ikarma gibi veri onisleme agsamalari gergeklestirilerek yapay zekada
olusabilecek problemlerin 6nlenmesi saglanir. Veri on islemede ilk olarak veriler kiigiikten
biiyiige veya anlamli olacak sekilde siralanmalidir. Ardindan aykiri veri tespitinde veya
glriltili verilerin tespitinde kiimeleme algoritmalarindan faydalanabilir. Yine eksik
verilerin tamamlanmasi asamasinda ise regresyon gibi yontemler kullanilabilir (Web
Kaynagi 1.2)

Egitim: Veri Onisleme sonrasinda anlamlandirilan verilerden egitim icin ayrilan veriler
yapay zeka modelleri ile egitir.

Test: Egitilen modellerin dogrulugu test verileri ile degerlendirilerek anlamli sonuglar elde
edilmeye calisilir.

Sonug: Test edilen veriler iizerinde en dogru sonug veren modeli seger.

/ Veri 6n \
Problem isleme Test

Veri Egitim
& toplama

Sekil 1.2. Yapay zeka problem modelleme
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Egitmene Not

Egitmen, Ogrencilerin Yapay Zeka yoniindeki mesleki egilimlerini sorar; farkli meslek
egilimleri gosteren ogrencilere Yapay Zeka'nin mesleklerindeki olasi etkilerini sorarak
sorgulamasini ister.

Biliyor musunuz?

Yapay Zekd’'nin en etkili kullanildigi alanlardan biri de saghktir. Saglk alaninda
hastaliklarin erken teshisinde, tedavi planlamasinda ve hatta ilag kesfinde Yapay Zeka
yaygin bir sekilde kullanilmaktadir. Yapay Zeka bu alanda doktorlarla yarismaktadir!

1.3. Python ile Yapay Zeka islemleri

Python, kolay 6grenebilen, nesne tabanli uygulamalari ile oldukga sik tercih edilmektedir. Python
programlama dilinde yapay zeka islemede genellikle Numpy, Matplotlib, Scipy, Scikit-Learn,
TensorFlow, Keras, Pytorch kiitliphaneleri kullaniimaktadir. Yapay zeka modellemesi igin yapay
zeka kiitiphanelerin kisa agiklamasi soyledir:

Numpy: Hesaplama islemleri, diziler ve diziler lizerinde hizli islemler yapilabilmesi i¢in kullanilan
onemli kiitiphanelerden birisidir (Sekil 1.3).

Sekil 1.3. Anaconda Spyder i¢in Numpy kitiiphanesinin kurulumu

Matplotlib: Goriintiileri yiiksek kalitede gosterebilmek icin kullanilan bir ¢izim kitiiphanesidir
(Sekil 1.4).

[, HSaen i
..'f;l.-l.'- R
X % L

Sekil 1.4. Matplotlib kiitiiphanesi ile ilgili ornek grafikler
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Anaconda Spyder'da Matplotlib kiitiiphanesini yiiklemek icin anaconda prompt ekraninda Sekil
1.5'te goriildiigii gibi “conda install -c conda-forge matplotlib” komut satirinin yazilmasi
gerekmektedir (Sekil 1.5).

B Anaconda Prompt - o X

Sekil 1.5. Anaconda Spyder igin Matplotlib kiitiphanesinin kurulumu

Scipy: Veri analizinde kiimeleme, regresyon (tahmin), veri isleme gibi islemleri gergeklestirebilen
ok yonlii bir kiitiiphanedir (Sekil 1.6).

B Anacon da Prompt (Anacon da3}

Sekil 1.6. Anaconda Spyder icin Scipy kiitliphanesinin kurulumu

Scikit-Learn: Makine ogrenme modelleri olusturmak igin kullanilan bir kiitiphanedir. Regresyon
(tahminleme), kiimeleme ve siniflandirma igin kullanilan pek gok 6grenme algoritmasina sahiptir
(Sekil 1.7).

Sekil 1.7. Anaconda Spyder igin Scikit-Learn kiitiiphanesinin kurulumu

TensorFlow: Google tarafindan gelistirilen agik kaynakl kodlu bir derin 6grenme kiitiiphanesidir
(Sekil 1.8).

Sekil 1.8. Anaconda Spyder igin TensorFlow kiitiphanesinin kurulumu

Keras: Derin sinir aglari ile hizli egitim yapabilmek icin tasarlanan acik kaynak kodlu bir sinir agi
kiitiphanesidir (Sekil 1.9).

B8 Anaconda Prompt (Anacenda3) - conda install -c conda-forge keras

Sekil 1.9. Anaconda Spyder igin Keras kiitiiphanesinin kurulumu

Pytorch: Derin 6grenme modellerinde esneklik ve hiz ile gelistiricilerin islerini oldukca
kolaylastiran bir kiitliphanedir (Sekil 1.10).

B8 Anaconda Prompt (Anaconda3) - conda install -c pytorch pytorch

Sekil 1.10. Anaconda Spyder icin Pytorch kiitiiphanesinin kurulumu
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Pandas: Tablosal veri islemesi ve analizi igin kullanilan Python temel kiitiiphanesidir (Sekil 1.11).

B Anaconda Prompt (Anaconda3) - conda install -c anaconda pandas

-c anaconda pandas

Sekil 1.11. Anaconda Spyder icin Pandas kiitiiphanesinin kurulumu

1.4. Python ile Yapay Zeka Veri igleme

Yapay zekada veri isleme hem makine 6grenmesi hem de derin 6grenme modellerinden dogru bir bigimde
yararlanmak igin kullanilan bir tekniktir. Makine ogrenimi yapay zekanin bir alt kiimesidir,
bilgisayarlarin verilerden anlaml sonuglar elde edilmesini saglayan onemli tekniklerden birisidir. Derin
ogrenme ise, beyindeki sinir aglanini 6rnek alarak ¢alisan karmasik sorunlarin ¢oziilmesini saglayan
makine 6greniminin alt kiimesidir. Yapay zekada toplanan veriler lizerinde; eksiklik, giiriiltii (yanlis veri) ve
tutarsizlik gibi farkh nedenlerden dolayi veri isleme problemleri yasanabilir. Yapay zeké veri isleme
asamalari Sekil 1.12'de gosterildigi gibi su sekilde siralanmaktadir:

Eksik Verileri Tamamlama: Yapay zeka veri igleme siirecinde ilk agamada toplanan verilerde eksik
degderler bulunur. Eksik verileri tamamlamak igin oOznitelik olusturma, siniflandirma, olgeklendirme-
normalize etme ve ug verileri tespit etme yontemleri kullanilir.

Veri Bolme: Yapay zekada veriler egitim ve test olmak {izere ikiye ayrilir. E§itim verisi, modelin egitildigi
verileri, test verisi ise modelin egitilmeyen veriler tizerindeki sonuglarini gérmek icin kullanilir.

Modelin Egitilmesi: Yapay zekanin dogru bir tahmin yapabilmesi igin temizlenmis verilerin egitilmesi
gerekir.

Modelin Testi ve Dogrulanmasi: Test verileri ile egitilen model dogrulanarak yapay zeka modeli
degerlendirilir.

EksikVerileri Tamamlama

Veri Modelin N i
Bolme Bgialmesi Dogrulanmasi

Sekil 1.12. Yapay Zeka ile Veri Analizi
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= \

Diinyadan Haberler

Dubai'de sirketler pandemi sonrasi yapay zekdy! daha insancil kilma arayisinda.

Dijital teknolojiye kiresel bagimhhk hizla biyidikge, markalar daha insansi teknolojiyle
tiiketicilere nasil daha iyi ulagabileceklerini bulma arayisinda. Dubai'deki girisimler, kullanicilarinin
glvenini kazanmak igin yapay zekayi "etik veriler" olarak adlandirdiklari yéntemle egitiyor.

Pandemi ile gelen sokaga ¢ikma yasaklari teknolojiye ne kadar ihtiyacimiz oldugunu bir kez daha
gozler 6nline serdi. Bu da dijital ortamda aligveris yapan ve sayilari hizla artan kisilerin nasil daha
iyi agirlanacagi konusunda markalari ¢dziimler Gretmeye itti.

Orta Dogu'daki tiiketicilerin ihtiyaglarini internetten karsilama orani giin gegtikge artiyor. Oysa
2020 basindan beri tekstil sektdriiniin satiglari sert bir diists yasadi. Bazi sirketlere gére bunun
sebebi internet Uzerindeki islemlerin insani yaninin olmamasi. Dubai merkezli Getbee adl sirket
ise "kisisellestirilmis alisveris platformu" adini verdigi olusumugelistirerek, markalarin musterileri
ile daha iyi baglantiya girmelerini sagliyor. Musteriler segtikleri temsilciler sayesinde Urtinler
hakkinda bilgi alabiliyor ve yénlendirilebiliyor.

Sirketin tepe yoneticisi Thea Myhrvold platformlarini yaklasik 20 markanin kullandigini ve kiresel
moda gelirlerinin dlislise gegtigi 2020'de kendilerinin online satiglarinin yiizde 28 arttigini séyltyor
(Web Kaynag 1.3)

. /

Egitmene Not

Egitmen, kitap baslangicinda ifade edilen; iklim degisikligi odakli proje yarigmasi
konusundadgrencileri bilgilendirir. Bu noktada, kitap sonunda yer alan agiklamalari dikkate
almak suretiyle genel bir bilgilendirme yaparak ogrencileri proje yarismasi konusunda ilk
haftadan itibaren motive eder. Genel motivasyon iklim degisikligi (krizi) konusunun
ciddiyetini ve yapay zekanin bu yondeki bilimsel arastirmalar konusundaki ¢6ziim
potansiyelini irdelemek iizerine olmalidir (Proje yarismasinin amaci ve genel yapisi hakkinda
bilgiler igin kitap baslangicindaki dgretim kilavuzu tekrar incelenmelidir).
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1.5. EQitilebilir Yapay Zeka Platform ile Tag Kagit Makas Oyununun Modellenmesi

Ogrenciler asagida verilen linki tiklayabilir.

https://teachablemachine.withgoogle.com/

Teachable Machine

Train a computer to recognize your
own images, sounds, & poses.

A fast, easy way to create machine learning models for
your sites, apps, and more - no expertise or coding

required.

-

AruY el SRS

Image Project Tiklayiniz Audio Project Pose Project

Teach based on images, from Teach based on one-second-long Teach based on images, from
files or your webcam. sounds, from files or your files or your webcam.
microphone.
New Image Project x

Standard image model Embedded image model

Best for most uses Best for microcontrollers

224x224px color images 96x96px greyscale images

Export to TensorFlow, TFLite, and TF.js Export to TFLite for Microcontrollers, TFLite, and TF.js

Model size: around Smb Model size: around 500kb

See what hardware supports these models.

Tiklaymniz.

Ogrenciler class isimlerini “Tas", “Kagit” ve “Makas” olarak isimlendirir.

Tas

Add Image Samples:

O &
Webcam Uplaad
Training .
Ka§ it Preview T Export Model
Train Modei
Add Image Samplas: You must train a model on the left
before you can preview it here.
(] & Advanced v
Webcam  Uplaad
Makas

Add Image Samples:

) &

Webcam  Upload
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Ogrenciler “hold to record” butonuna basarak tas, kagit ve makas oyunu igin goriintii veri seti

olusturur.

- > - > '?
: RLLN e

= =
Y 3 3

=7

Ogrenciler “train model” butona basarak goriintii veri setinin egitim iglemini gerceklestirir.

Traini ng
Train Model
Adva q L

Ogrenciler modeli egittikten sonra web cam araciligiyla modelin dogrulugunu test eder.

5 = :
Preview T Export Model Preview T  Export Model Preview T Export Model

Input @ on Webcam Input @i ON s Input @i on Webcam v

Output Output
Tas | Tas Tas
Kagit Kagit |

Makas I i
) Makas v (D
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2. TASARLA

2.1. Veri Setini Ogreniyorum

Siniftaki ogrencilere Sekil 1.13'te goriildiigii gibi iris bir gicegin iic tiirine (setosa, versicolor,
virginica) ait fotograf gosterilir. Daha sonra iig tiire ait 50'ser tane, toplamda 150 tane olmak iizere
st ve alt cicek yapraklari ol¢lilmiis veri seti verilir. Bu 6lgimden dort nitelikli “alt yaprak uzunlugu”

cm, “alt yaprak genisligi” cm, st yaprak genisligi” cm, “list yaprak uzunlugu” cm ve 150 elemanli
bir veri seti gosterilir.

Virginica sV Setosa

Sekil 1.13. ris gigegi ve tiirleri (O'Reilly, 2021)

Her bir 6grenci Cizelge 1.1°de verilen iris gicegine ait yaprak olgiilerini ve tiirlinii inceler ve
kargilagtinr. Ogrenci veri seti tablosundaki alt ve iist yaprak uzunlugunu-genisligini giris
parametresi olarak isimlendirir. Olgiimlerin degerlerine gore iris cicedi yaprak tiirlerini ise cikis
parametresi olarak isimlendirir. Ogrenci veri setindeki ondalikli sayilarda virgiil yerine noktanin
kullanildigini 6grenir.

Cizelge 1.1. Iris gicegi tiirlerinin yaprak 6lgiim degerleri

Ornek Alt yaprak Alt yaprak Ust yaprak Ust yaprak Tiir
Numara uzunlugu genisligi (cm) | uzunlugu genisligi (cm)

(cm) (cm)
1 3.1 3.5 1.4 0.2 Setosa
2 4.9 3.0 1.4 0.2 Setosa
51 7.0 3.2 4.7 1.4 Versicolor
52 6.4 3.2 4.5 1.5 Versicolor
101 6.3 3.3 6.0 2.5 Virginica
102 5.8 2.7 5.1 1.9 Virginica
150 5.9 3.0 5.1 1.8 Virginica
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2.2. Python ile Veri Seti Hazirliyorum

Ogrenci Python scikit-learn kiitiiphanesinin icnde hazir olarak yer alan iris veri setini kullanarak
basit bir siniflandirma yapar. Tasarim asamasinda iris giceginin alt ve ist yaprak uzunluk ve
genislik verilerini kullanarak ¢gicegin turiini siniflandirmaya ¢alisir. Sekil 1.14'te gosterilen gerekli
kiitiphane ve veri setini indirir.

# Spyder (Python 3.8)

File Edit Search Source Run Debug Consoles Projects Tools View Help

=@ BT DpC
a\Yapay Zeka Ortackul\VeriSetiHazlyorum. py
azliyorum.py
om sklearn.datasets import load_iris
iris = load _iris()

Sekil 1.14. Gerekli kiitiphaneleri ve veriyi alma

Dikkate alinan veri on islemi yapilmis durumdadir. Burada veriler sklearn kiitiiphanesinden hazir
olarak alinmistir. Birden ¢ok deger alan ve degisim gosteren her seye degisken adi verilir. Yapay
zekada sonuca etki eden degiskene bagimsiz degisken, baska bir degiskene bagh olan yani
etkilenen degiskene bagimh degisken denir. Daha sonra bagimli/bagimsiz hedef degiskenin
degeri kategorik siniftan sayisala cevrilmistir. Sklearn kiitiiphanesinden alinan veriyi daha iyi
anlayabilmek igin verimizdeki bagimsiz degiskenlerin (nitelikler) isimleri Sekil 1.15a'da verilen
kod satin kullanilarak elde edilir. Sekil 1.15b'de dort bagimsiz degiskenin isim listesi
goriilmektedir.

& Spyder (Python 3.8} [ Consale 1/A

File Edit Search S Run Debug Consoles Projects Tools View Help

@ = a3 ™

Wapay Zeka Ortackul tHazlyorum.py

n sklearn.datasets import load_iris
iris = load_iris()
print [(iris.feature_namesf]

(a)

Sekil 1.15. Veri analizi a) bagimsiz degiskenleri goriintiileme kodu b) bagimsiz degiskenler
gorintisi

Sklearn kiitiphanesinden alinan veriyi daha iyi anlayabilmek igin verimizdeki bagimh
degiskenlerin isimleri Sekil 1.16a’da verilen kod satir kullanilarak elde edilir. Sekil 1.16b'de
bagimh degiskenlerin isimleri listesi goriilmektedir.
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& Spyder (Python 3.8)

File Edit Search Source Rum E:bug. Console

._@

[ VeriSstHamyorum.py

sklearn.datasets import load_iris
iris = load_iris()
print (iris.feature names)
print (iris.target_names)

(a (b)
Sekil 1.16. Veri analizi a) bagimli degiskenleri goriintiileme kodu b) bagimli degiskenler
gorintisi

Ogrenciler iris gicek tiiriine ait ii¢ farkli sinifi listeler. Sekil 1.17'de bagimli degiskenlerimiz olan
setosa igin “0”, versicolor icin “1” ve virginica icin “2” ile kodlanarak sayisallagtirilmistir.  Sekil
1.17ave 1.17b'de iris veri kodu, Sekil 1.18a ve 1.18b’'de bagimsiz degiskenlerin sayisal goriintiisii
verilmistir.

& Spyder (Python 3.8)

File Edit Search Source Run Del

n sklearn.datasets import load_iris
iris = load_iris()
print (iris.feature_names)
print (iris.target_names)
print (iris.target)

56 B I ol £ e [ L i T

11111111111

0
etiHazliyorum. py

[ T VeriSetiHazlyorum.py

n sklearn.datasets import load_iris
iris = load_iris()
print (iris.feature_names)
print (iris.target_names)
print (iris.target)
print (iris.data)

(a)

Sekil 1.18. Veri analizi a) bagimsiz degiskenleri sayisallastirma kodu b) goriintiisii

Veri seti hazirliyorum son agamasinda ogrenciler bagimli ve bagimsiz degiskenleri olusturmak
icin bagimsiz nitelikleri X, bagiml niteli§i Y degiskenine atar.
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@ Spyder (Python 3.8)

FEile Edit Search Source Bun Debug C ojects Tool

B a2 C

lazihyorum. py

om sklearn.datasets import load_iris
iris = load_iris()

print (iris.feature_names)
print (iris.target_names)
print (iris.target)

print (iris.data)

X = iris.data

Y = iris.target

Sekil 1.19. Bagimli ve bagimsiz degiskenleri X ve Y degiskenine atama kod satir

3. HAREKETE GEC

3.1. EQitim ve Test Verilerini Ayirma

Ogrenciler iris cicegi tiiriine ait verilerin %80'ini egitim icin, %20'sini ise test icin ayirir. Sekil
1.20a’'da gosterildigi gibi veri setlerini ayirmak icin Python kodalarini yazar. Sekil 1.20b’'de ekran
goriintilisi verilmigtir.

Egitmene Not

Egitmen, 0grencilere veri setini egitim ve test verileri olarak ayirmayi gosterirken egitim veri
setinin test veri setinden daha biiyiik olmasi gerektigini belirtir. Eger test ve egitim veri
setiylizdesel olarak birbirine yakin olursa modelden elde edilen sonuglarin yanhs
olabilecegini belirtir. Bu nedenle egitim veri seti genellikle %75'den baslayarak %80, %85'e
kadar ayrilirken test veri setiise %15 ile %25 arasinda degisir. Modelde egitim ve test verileri
yiizdeleri kullanilan veri setine bagli olarak degisebilmektedir.

& Spyder (Python 3.8)

t load_iris

el select
¥_train,

Sekil 1.20. Egitim ve test verileri ayirma a) kod b) goriintiisii
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3.2. Model Kurma

Ogrenciler model igin scikit-learn kiitiphanesinden karar agagclari siniflandiricisini cagirir ve
model adinda bir degiskene aktarir. Sekil 1.21°de verilen karar agaclarina ait algoritmanin Python
kodunu editore yazar.

& Spyder (Python 3.8)

e Bun Debug Consoles Projects Tools View Help

= B a0 C

riSetiHazlyorum, py

random state = @)

sklearn.tree i
14 model = DecisionTreeClas:

Sekil 1.21. Karar agaglari ait algoritmanin kodu

Agac yapisinda dallardaki birlegsme noktalari (diigiimler) bir 6zellige (6znitelige) tekabiil etmekte,
her bir dal ise bir karari isaret etmektedir. Karar agacinda diigiimler, siniflandirlacak gruptaki
ozellikleri temsil eder ve dallar ise diigiimlerin alabilecegi degerleri temsil eder.

4. YURUT
4.1. Modeli Egitme

Ogrenci, Sekil 1.22'de gosterildigi gibi Python programlama editoriinde iris cicegi tiirlerine ait
egitim verilerinin model.fit komutu ile egitimini gerceklestirir.

Egitmene Not

Egitmen, dgrencilere Sekil 1.23'te gosterildigi gibi, egri lizerinden .fit komutunu anlatir. Fit
egrisi iizerine verileri miimkiin olan en yakin noktaya yerlestirmek i¢in model egitilir.

Life & veri e
Py | .
a8 .
.
rd
06 7
i
‘..l'
.
a4 Fi
y,
/" .
02 ]
[
1 "
[111]
] ] & 8 10

Sekil 1.22. Fit egrisi
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& Spyder (Python 3.8)

Eile Edit Search Source Run Debug Consoles Projects Tools View Help

), random state = @)

Sekil 1.23. Modeli egitme
4.2. Model Tahmini

Ogrenci, Sekil 1.24'te gosterildigi gibi Python programlama editoriinde iris gicegi tiirlerine ait test
verilerinin model.predict komutu ile giris verilerine gore cicedin hangi tiir cicek sinifina ait
oldugunu tahmin eder.

& Spyder (Python 3.8)

File Edit Search Source Run Debug Consoles Projects Tools

O

alyorum.py

random_state = 8)

Sekil 1.24. Modeli tahmin etme

Egitmene Not

Egitmen, Makine Ogrenmesi algoritmalarinda egitim ve test siireclerinin her zaman igin
uygulandigini ve bu siireglerin gerekliligini yeri geldikge vurgular; 6grencilerin bu yonde
farkindali§ini gelistirir.
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5. KARAR VER

5.1. Tahmin-Test Sonuclarini Karsilastirma

Ogrenciler, https://github.com/deneyapyz/lise/ adresi altindaki Hafta1l klasériinde yer alan
iris.xIsx dosyasini indirip inceler. Burada amag, karar agaclari modeli ile egitilen iris ¢icedi sinifini
hata matrisi (confusion matrix) kullanarak modelin basarisini 6lgmektir. Hata matrisi yapay zeka
siniflandirmalarn igin performans olger. Sekil 1.25a'daki Python programlama editoriine hata
matrisine ait kodlar yazar. Sekil 1.25b'de ise hata matrisine ait sonucu goriir.

()
Sekil 1.25. Hata matrisi a) kod b) sonuc goriintiisii
5.2. Hata Matrisini Degerlendirme

Ogrenciler, iris gicegdine ait toplam 150 kayit verinin %80'ini (120) egitim, %20'i (30) test egitim
seti olarak ayirmisti. Karar agaglari modelini 120 kayit ile egitmisti. Geriye kalan 30 kayit (X_test)
ise modeli tahmin etmek icin kullanildi (Y_tahmin). Ogrenciler, Sekil 1.26'de gdsterildigi gibi 30
test kaydina ait gergek sonuglar (Y_test) ile tahmin sonuglarini karsilastirdi ve hata matrisi elde
etti. Ogrenci matristeki sayilarin toplaminin test verisi olan 30'a esit oldugunu gordii.

-12

setosa
1

- 10

versicolor

virginica

setosa versicolor virginica

Sekil 1.26. Hata matrisi
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Ogrenciler, hata matrisini incelediginde 30 adet test kaydinda Setosa sinifina ait 11 tane kayit var
oldugu ve hepsinin dogru tahmin edildigini gormiistiir. Ayrica 13 tane versicolorve 9 tane virginica
var oldugunu ve bunlarin hepsinin de basariyla virginica olarak dogru tahmin edildigini gormistiir.

~

Biliyor musunuz?

iris gicegi icin kullanilan ¢d6ziim adimlarini, atmosfer olaylarinin tahmininde, hastalik
teshisinde veya bir misterinin satin alabilecegi Giriintin tahmininde kullanabilirsiniz. Tek
yapmaniz gereken problemi modelleyip veri setini hazirlamak!

)

Biliyor musunuz?

Turkiye’nin en 6nemli bilim insanlarindan birisi de diinyaca tinlii matematikgi, birgok
matematiksel kavramin mucidi Ord. Prof. Dr. Cahit Arf’tir.

Cahit Arf, diinyanin daha tanistig Yapay Zeka teknolojisini dislinerek, ‘Makine
Dusunebilir mi ve Nasil Dugtinebilir?’ adl calismasiyla Yapay Zeka’nin giiclind 20. Yizyil
ortalarinda tartismaya agmistir. S6z konusu galisma Atatiirk Universitesi Universite
CGalismalarini Muhite Yayma ve Halk Egitimi Yayinlari Konferanslar Serisi altinda
yayinlanmistir. Bu bakimdan Prof. Arf, Yapay Zeka ve diisiinen makine konusuna yonelik
gosterdigi 6ngoriler bakimindan diinyadaki sayih bilim insanlari arasindaki yerini
almistir.

Ulkemizin 6nemli degerlerinden olan Prof. Arf, giinliik hayatin kosturmasi arasinda
dikkatinizden kagmis olabilir. Hemen 10 TL'lik kagit banknotun arkasina bakabilirsiniz!

Prof. Arf'in bilim diinyasina kattigi 6nemli kavramlar hakkinda bilgi sahibi olmak igin su
anahtar kelimeleri Web’te aratabilirsiniz: Arf Degismezleri, Arf Halkalari, Arf Kapanisi.

6. UYGULAMANIN PYTHON KODLARI

from sklearn.datasets import load_iris

iris = load_iris()

print (iris.feature_names)

print (iris.target_names)

print (iris.target)

print (iris.data)

X = iris.data

Y = iris.target

from sklearn.model_selection import train_test_split
X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size = 0.20, random_state = 0)
print("Egitim veri seti boyutu=",len(X_train))
print("Test veri seti boyutu=",len(X_test))

from sklearn.tree import DecisionTreeClassifier
model = DecisionTreeClassifier()
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model.fit(X_train,Y_train)

Y_tahmin = model.predict(X_test)

from sklearn.metrics import confusion_matrix
hata_matrisi = confusion_matrix(Y_test, Y_tahmin)
print(hata_matrisi)

import seaborn as sns

import pandas as pd

import matplotlib.pyplot as plt

index = ['setosa','versicolor', virginica']

columns = ['setosa’, versicolor',virginica']
hata_goster = pd.DataFrame(hata_matrisi,columns,index)
plt.figure(figsize=(10,6))
sns.heatmap(hata_goster, annot=True)

7. ILAVE ETKINLIK

Ogrenciler, iris veri gigegi tiirlerine ait veri setini kullanarak k-en yakin komsu algoritmasinin (k-
NN) egitimini gerceklestirir. Bu ilave etkinlik ile 6grencilerin farkli bir yapay zeka algoritmasi
kullanarak uygulama gerceklestirmek icin gereken adimlari siralamalari gerektigini kavrarlar (Bu
etkinlige ait kodlar Github Hafta1 klasorii altinda, H1_kNN_algoritmasi.py dosyasinda yer almaktadir).

Egitmene Not
Egitmen, 6grencilere k-NN algoritmasini su gorsel vasitasiyla ifade eder:

Egitim verisinin
uzaklgi

Sekil 1.27. Fit egrisi
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from sklearn.datasets import load_iris

iris = load_iris()

print (iris.feature_names)

print (iris.target_names)

print (iris.target)

print (iris.data)

X = iris.data

Y = iris.target

from sklearn.model_selection import train_test_split
X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size = 0.20, random_state = 0)
print("Egitim veri seti boyutu=",len(X_train))
print("Test veri seti boyutu=",len(X_test))

from sklearn.neighbors import KNeighborsClassifier
model = KNeighborsClassifier ()
model.fit(X_train,Y_train)

Y_tahmin = model.predict(X_test)

from sklearn.metrics import confusion_matrix
hata_matrisi = confusion_matrix(Y_test, Y_tahmin)
print(hata_matrisi)

import seaborn as sns

import pandas as pd

import matplotlib.pyplot as plt

index = ['setosa','versicolor', virginica']

columns = ['setosa’, versicolor',virginica']
hata_goster = pd.DataFrame(hata_matrisi,columns,index)
plt.figure(figsize=(10,6))

sns.heatmap(hata_goster, annot=True)

Diisiin, tartis...

Yapay Zeka ile problem ¢6zmek igin gerekenler, modelleme ve veri seti gibi gérliniyor...
Peki, veri icerigi ve muhtemel siber saldirilar glivenli bir Yapay Zeka sistemi elde
edebilmemiz icin dnemli midir? ilgili sorular sinif ortaminda 6grencilerle tartisilabilir ve
ogrenciler fikirlerini Web ortamindaki gorislerle karsilastirabilir.
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2. Hafta: Yapay Zeka Matematigi ve Bulanik Mantik

On Bilgi:

e Python ile yapay zeka mantigi ve veri organizasyonu islemleri gergeklestirilecektir.

e Python kodlamada karsilastirma, fonksiyonlar ve kiitiiphane kullanimi (Bu konuda Python
anlatim videolari: 7. Karsilastirma Op., Mantiksal Operatorler. 8. If Yapisi, 10.-11.
Dongiiler, 13. Fonksiyonlar, 16. Python Yapay Zeka kiitiiphaneleri yardimci arag olarak
kullanilabilecektir).

Haftanin Kazanimlari:

o Ogrenciler “yapay zeka" ekseninde bulanik mantik tabanli matematiksel iglemleri
gerceklestirir.

o Ogrenciler, bulasik makinesi modellemesine ait parametrelere gére iiyelik fonksiyon
sayilari, isimleri alt ve st limitleri belirler.

e Ogrenciler Python programlama dilinde scikit-fuzzy kiitiiphanesindeki bulanik mantik
modellemesi igin gerekli olan “antecedent”, “arrange”, consequent”, “ControlSystem”,
“ControlSystemSimulation” ve “compute” komutlarini uygulayarak ogrenir.

e Ogrenciler, bulasik makinesi modellemesinde bulagik miktari degerini bulanik mantik ile
(“az”, “normal” ve “gok” seklinde) organize eder ve ilgili kurallar gergevesinde tasarlanan
sistemi Python programlama dilinde olusturur.

o Ogrenciler bulasik makinesi modellemesi 6rneginde 6grendigi bulanik mantik komutlarini
kullanarak “otomatik fren sistemi” drnegini uygulayarak sentezler.

e Ogrenciler Python ile bulanik mantik modelleme ve ¢oziim iiretmeyi uygular.

Haftanin Amaci:

wen

Bu haftanin amaci, “yapay zeka matematigi” ve “bulanik mantik” kavramlarinin tiim 6grenciler
tarafindan anlagilmasini saglamaktir. Haftanin bir diger amaci, Bulanik mantik kullanilarak
farkli ornekler ile ogrencilerin etkinliklere yonelik ilgilerini artirmaktir. Ayrica, ogrencilere
Python ile bulanik mantik ¢oziim liretme yetenekleri kazandirilacaktir.

Kullanilacak Malzemeler:
Bilgisayar, kagit, kalem, Python kod editorii, ornekler igin ¢ikti gorselleri
Haftanin islenisi:

Algila: Ogrenciler yapay zekd matematigi ve bulanik mantik sistemi kavramlarini
tanimlayabilir.

Tasarla: Ogrenciler yapay zeka tabanl problem ¢oziimleri igin verileri organize edebilir.

Harekete Geg: Ogrenciler Python programlama dili ile yapay zeké egitim ve test verilerini
ayirma, Bulanik Mantik modeli kurma gibi siirecleri gerceklestirebilir.
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Yiiriit: Egitmenin, 6grencilere Python ile Bulanik Mantik tabanli model tasarlama iglemlerini
gerceklestirebilmeleri igin uygulamalarina birebir ve etkili rehberlik eder. Ogrenciler de ilgili
dogrultuda Bulanik Mantik tabanli uygulama kodlayarak hedef problem igin ¢oziim iretir.

Karar Ver: Ogrenciler alternatif yapay zekd modelini diizenleyerek / kodlayarak ¢oziim
iretebilir.

1. ALGILA
1.1. Mantik

Matematiksel becerileri kazanabilmek i¢in matematiksel diigtinme tarzini gelistirerek uygulamaya
koymak mantigin temelini olusturur (Korkmaz, 2019). Mantik, insan zihni gibi dogruyu ve yanlisi
olusan bir yarginin sonucudur. Ornegin; "istanbul, Tiirkiye'nin dogusundadir." ciimlesi bir
onermedir ve bu onerme yanligtir. "23 Nisan, Ulusal Egemenlik ve Cocuk Bayrami'dir." 6nermesi
ise dogru bir onermedir. Mantik kavrami insan beyninin problem ¢dzme teknikleri ile oldukca
benzerdir. insan beyni ilk olarak problemin kaynag olan faktorleri tespit ettikten sonra, problemin
¢oziimii igin ¢ozlim agamalarini mantiksal olarak gergeklestirir.

1.2. Python ile Yapay Zeka Matematigi

Ogrenciler ilk haftada 6grendikleri Python ile numpy, pandas ve scipy yapay zeka kiitiiphaneleri
ile basit bir sekilde matematiksel iglemleri gerceklestirir. Python ile yapay zeka matematigi
sayilar, matrisler, vektorler, tensorler gibi kavramlari kapsar (Sekil 2.1).

Sca.la.r VEt:tor Matrix TEHSDr

b
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Sekil 2.1. Skalar, vektor, matris ve tensor gorselleri (Web Kaynadi 2.1)

insanin yagini tanimlarken kullanilan sayilar ifadesi boyutsuz olarak kullanilir. insanin yasi yerine
fotografi ise 2 boyutlu sayilardan olusan matris ile ifade edilir (Sekil 2.2). Matrislerin satir ve/veya
situnlanini olusturan her bir boyutuna vektor denir. Sekil 2.2'de gosterildigi gibi tensor kavrami
ise, insanin damarindaki kanin akisi ile damarin hacimsel ve yiizeysel alan degisimi ifade edilirken
kullanilir. Ornegin zeka kiipii tensore bir 6rnek olarak verilebilir.
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Sekil 2.2. Yapay zeka matematigindeki veri tiirleri

1.3. Bulanik Mantik Teknigi

Bulanik mantik, insan diisiincesini fonksiyonlara doniistiiren hesaplamali matematiksel
islemlerdir. Bulanik mantik kavrami klasik yanls (0) ve dogru (1) manti§i arasinda derecelendirme
yapilarak kiimelendirme islemi gergeklestirir. Problemin ¢oziimii esnasinda bazi dnermelerin
dogru ya da yanlis olarak degerlendirilmesi miimkiin olmayabilir. Bu durumun sebebi, 6nermelerin
dogru bir sekilde dlgiilememesinden kaynaklanmaktadir. insan beyninde gergek durumlar daha
cok ara degerler ile temsil edilebilecegi icin klasik (keskin) manti§a karsi “bulanik mantik”
kavrami one siiriilmektedir. Ogrenciler bulanik mantik ile modelleme isleminde, giris
parametreleri ile ¢ikis parametrelerini iliskilendirilerek kiime olustur ve bulanik mantik kurallarini
tanimlar. Ornegin bir kisinin yasini tahmin etmeye galisalim. Kisinin yasini gérsel olarak anlamak
kesin bir sonug dedgildir. Kisinin kesin yasini belirlemek icin ya kimligine bakilir ya da tibbi testler
uygulanir. Bu sonuglara bakarak, kisinin yasi hakkinda net bir bilgi elde edilir. Ornegin “Bu kisi 18
yasindan biiyiiktiir.” gibi bir onermeye yiizde yiiz yanlis ya da yiizde yiiz dogru gibi bir yorum
getirmek mimkiindiir. Ancak dnerme “Bu kisi genctir.” seklinde ortaya atilirsa bulanik mantik
kavrami ortaya cikacaktir. Sekil 2.3'te bulanik mantigi islem sirasi gosterilmistir. Yapay zekada
bulanik mantik bilesenleri soyledir:

Girig: Yapay zeka bulanik mantik sistemlerinde ilk olarak veri girisi yapilir. Boylece bulanik mantik
sistemi ¢calismaya baslar.

Bulaniklagtirici: Bulanik mantik sistemine girilen verileri 0 ile 1 arasindaki bulanik degerlere
doniistirir.

Kurallar: Bulaniklagtirma iglemi sirasindaki ¢gikarim kurallar belirlenir.
Cikarim: Bulanik kurallan kullanarak bulanik giris degerleri igin bulanik sonuglar ¢ikarir.
Durulastirici: Cikarimdan elde edilen sonuglari istenilen gergcek degerlere doniistiirir.

Cikis: Bulanik mantik sisteminden elde edilen ¢ikis verisidir.
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Sekil 2.3. Bulanik mantik sistemin genel goriintiisii
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Bulanik Mantik ile Bulanik Mantik ile
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2. TASARLA

Ogrenciler, ilk olarak bulanik mantik modeli ile bulagik makinesi problemini anlar. Sekil 2.4'te
gosterilen bulasik makinesi bulanik mantik modeline uygun olarak giris ve gikis parametrelerini
belirler. Bulagik makinasi bulanik mantik modeli ile belirlenen bulasik miktari ve kirlilik seviyesine
gore bulasiklar yikamak igin gerekli olan siireyi belirler.

Bulasik . .
mikiar ==— Bulasik Makinesi

Yik

- Bulanik —l slu?e";?
irlilik = .
Seviyesi Mantik Modeli

Sekil 2.4. Bulagik Makinasi icin Bulanik Mantik Sisteminin Girig — Cikis Parametreleri

3. HAREKETE GEC

Ogrenciler bulagik makinesi bulanik mantik modeline ait giris-gikis parametrelerine gére tiim
parametrelerin iyelik fonksiyon sayilarini, isimlerini alt ve ist limitlerini belirleyerek Python
kodlarini hazirlar. Ogrenciler, ilk olarak, Sekil 2.5'te gosterilen Anaconda Prompt (Anaconda 3)
uygulama ekranindan scikit-fuzzy kiitiiphanesini yiikler.

Sekil 2.5. Scikit-fuzzy kiitiphanesi
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Sekil 2.6'daki bulanik mantik (fuzzy) kiitiphaneleri kodlarini yazar. 2. ve 3. satirda yer alan bulanik
mantik kitliphanesini editore yiikler.

# Spyder (Python 3.8)

File Edit Search Source Bun Debug Consoles Projects Tools View Help

O B 8 @ =20 C

C:\Users\Koray\Desktop\Wapay Zeka\fapay Zeka Ortaokul\untiledd. py

[ 1 temp.py VerisetiHazilyorum. py Ornekl.py Ornek2.py

numpy s np
skfuzzy as fuzz
skfuzzy import control as ctrl

Sekil 2.6. Bulagik makinasi bulanik modeli igin Python kiitiphanelerin kod satiri

Ogrenciler, kiitiiphane kodlarini yazdiktan sonra girig parametreleri olan bulasik miktari ve kirlilik
seviyesi ylizde olarak aldiginda ¢ikig parametreleri olan yikama siiresini 0 ile 180 dakika arasinda
belirler. Bunun icgin giris parametrelerini belirlemede bulanik mantik kontrol sistemlerinde giris
degiskeni olan “kontrol.antecedent” komutunu kullanarak “mat.arrange” ile giris araligini belirler.
Cikis parametresini belirlerken bulanik mantik kontrol sistemlerinde ¢ikis degiskeni olan
“kontrol.Consequent” ile yine “mat.arrange” komutunu kullanarak ¢ikis arali§ini belirler.
T

E E‘_ﬁ .I’ (1 =9  C:\Users\bigma\Desktop

bulanik
t control as kontrol

bulasik_miktari = kontrol.Antecedent(mat.arange(®, 188, 1), ‘bulasik miktari')
kirlilik = kontrol.Antecedent( mat.arange(®, 188, 1), 'kirlilik seviyesi')

yikama = kontrol.Consequent(mat.arange(®, 180, 1), 'vikama zamani')

Sekil 2.7. Bulanik mantik kontrol sistemlerinde giris ve ¢ikis parametrelerin belirlenmesi

Ogrenciler, iyelik fonksiyon kiimeleri olustururken, giris-cikis degerlerinden kacinin “sozel
giris/cikis degeri” ile isimlendirilecegine karar verir. Ogrenciler, Sekil 2.8'de gdsterildigi gibi
“trimf” komutu kullanarak giris parametreleri olan bulasik miktari ve kirlilik derecesini “az”,
“normal”, “¢ok” ve ¢ikis parametresi olan yikama siiresini de “kisa”, “normal”, “uzun” seklinde

sisteme tanitir.

I" "
7
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e —
{® Spyder (Python 3.8)
fFite £dit Sear

A6 -

t skfuz
skfuzzy i t control as kontrol

bulasik_miktari = kontrol.Antecedent(mat.arange(®, 10©, 1), ‘bulasik miktari')
kirlilik = kontrol.Antecedent( mat.arange(®, 1ee@, 1), ‘kirlilik seviyesi’)

yikama = kontrol.Consequent(mat.arange(@, 180, 1), 'vikama siresi’)

bulasik_miktari[ 'az’] = bulanik.trimf(bulasik_miktari.universe, [©, ©, 30])
bulasik_miktari[ ‘normal '] = bulanik.trimf(bulasik miktari.universe, [18, 38, 668])
bulasik_miktari['¢ok’'] = bulanik.trimf(bulasik_miktari.universe, [50, 6@, 10©])
kirlilik[ 'az’] = bulanik.trimf(kirlilik.universe, [©, 8, 38])

kirlilik[ 'mormal '] = bulanik.trimf(kirlilik.universe, [10, 3@, 60])

kirlilik[ '¢cok'] = bulanik.trimf(kirlilik.universe, [506, 66, 188])

yikama[ 'kisa’] bulanik.trimf(yikama.universe, [©, @, 58])
yikama[ ‘normal '] = bulanik.trimf(yikama.universe, [40, 50, 168])
yikama[ ‘uzun '] bulanik.trimf(yikama.universe, [66, 88, 188])

Sekil 2.8. Dilsel degisken isimlendirilmesi

Ogrenciler bulagik makinesi bulanik mantik kontrol sisteminin giris ve ¢ikis parametrelerine gore
kurallarini Cizelge 2.1°de gosterildigi gibi olusturur.

Cizelge 2.1. Bulasik makinasi bulanik kontrol sistemi igin kural tablosu

Girig parametreleri Cikig parametresi
Kurallar Bulasik Miktari Kirlilik Yikama zamani
Kural-1 Az Az Kisa
Kural-2 Normal Az Normal
Kural-3 Cok Az Normal
Kural-4 Az Normal Normal
Kural-5 Normal Normal Uzun
Kural-6 Cok Normal Uzun
Kural-7 Az Cok Normal
Kural-8 Normal Cok Uzun
Kural-9 Cok Cok Uzun

Ogrenciler daha dnce hazirladiklari kurallara gore Sekil 2.9'da gériildiigii gibi Python kodlarini
yazar.
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; ipyﬂer (Iaython)asj
SFile Edit Search Source Run Debug Consoles Projects Tools View Help

B3

t skfuzz bulanik
skfuzz £t control as kontrol

bulasik_miktari = kontrol.Antecedent(mat.arange(®, 10©, 1), 'bulasik miktari')
kirlilik = kontrol.Antecedent( mat.arange(®, 188, 1), 'kirlilik seviyesi')

yikama = kontrol.Consequent(mat.arange(©, 180, 1), 'yikama siresi')

bulasik_miktari[ 'az’'] = bulanik.trimf(bulasik_miktari.universe, [©8, 8, 38])
bulasik_miktari[ ‘normal '] = bulanik.trimf(bulasik miktari.universe, [1©, 38, 60])
bulasik_miktari[ ‘cok’'] = bulanik.trimf(bulasik_miktari.universe, [58, 6@, 180])
kirlilik[ ‘az'] = bulanik.trimf(kirlilik.universe, [©, ©, 38])

kirlilik[ ‘normal '] = bulanik.trimf(kirlilik.universe, [10, 38, 68])
kirlilik[ ‘cok '] = bulanik.trimf(kirlilik.universe, [58, 68, 188])

yikama[ 'kisa’'] = bulanik.trimf(yikama.universe, [8, ©, 58])
yikama[ 'normal '] = bulanik.trimf(yikama.universe, [4©, 50, 1e@])
yikama[ ‘uzun'] = bulanik.trimf(yikama.universe, [6©6, 88, 1808])

kurall
kural2
kural3
kural4d
kurals
kurale
kural?
kuralg
kural9

kontrol.Rule(bulasik miktari[ ‘@z '] & kirlilik['az'], yikama[ "kisa'])
kontrol.Rule(bulasik miktari[ ‘normal '] & kirlilik[ 'az'], yikama[ 'normal '])
kontrol.Rule(bulasik_miktari[ ‘cok'] & kirlilik['az'], yikama[ 'normal'])
kontrol.Rule(bulasik miktari[ ‘az'] & kirlilik[ 'normal '], yikama[ 'normal '])
kontrol.Rule(bulasik _miktari[ ‘normal '] & kirlilik[ ‘normal '], yikama[ 'uzun'])
kontrol.Rule(bulasik_miktari[ ‘¢ok'] & kirlilik[ 'normal '], yikama[ 'uzun'])
kontrol.Rule(bulasik_miktari[ ‘az'] & kirlilik[ 'cok'], yikama[ ‘normal'])
kontrol.Rule(bulasik _miktari[ ‘normal '] & kirlilik[ ‘cok'], yikama[ 'uzun’])
kontrol.Rule(bulasik miktari[ ‘¢cok'] & kirlilik['cok'], yikama[ 'wzun'])

Sekil 2.9. Bulagik makinesi bulanik mantik modeli kurallari i¢in Python kodlari

4. YURUT

Ogrenciler bulasik makinesi kontrol sistemi igin giris ve gikig parametrelerini iiyelik fonksiyonlari
ile modeller. Ardindan yine kontrol modellemesi igin belirlenen dokuz kurala gore,
“ControlSystem” komutu kullanilmak suretiyle bulanik mantik sistemi olusturulur. Olusturulan
bulanik kontrol sisteminin simiilasyonu igin “ControlSystemSimulation” komutunu kullanir.
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numpy as mat
as kontrol

bulasik _miktari = kontrol.Antecedent(mat.arange(@, 10@, 1), ‘bulast
kirlilik = kontrol.Antecedent( mat.arange(@, 10e, 1), ‘kirlilik sev

yikama = kontrol.Consequent(mat.arange(@, 188, 1), 'vikama siiresi")

bulasik miktari[ ‘az’'] = bulanik.trimf(bulasik miktari.universe, [@, @, 3@])
bulasik miktari[ ‘normal '] = bulanik.trimf(bulasik miktari.universe, [18, 30, 68])
bulasik miktari[ ‘cok’] = bulanik.trimf(bulasik miktari.universe, [50, 60, 10@])
kirlilik[ ‘@z '] = bulanik.trimf(kirlilik.universe, [@, @, 308])

kirlilik[ ‘noermal "] = bulanik.trimf(kirlilik.universe, [10, 30, 60])
kirlilik[ ‘¢ok’] = bulanik.trimf(kirlilik.universe, [50, 60, 100])

yikama[ ‘kisa’] = bulanik.trimf(yikama.universe, [0, @, 5@])
yikama mal '] = bulanik.trimf{yikama.universe, [48, 50, 100])
= bulanik.trimf(yikama.universe, [6@, 8@, 180])

kurall
kural2
kural3
kurala
kurals
kural6
kural?
kural8
kural9

kontrol.Rule(bulasik miktari[ ‘az'] & kirlilik['az'], yikama[ 'kisa'])
kontrol.Rule(bulasik _miktari[ ‘normal "] & kirlilik[ ‘az '], yikama[ ‘normgl'])
kontrol.Rule(bulasik miktari[ ‘cok’] & kirlilik[az'], yikama[ 'normal '1)
kontrol.Rule(bulasik miktari['az'] & kirlilik[ ‘normal '], yikama[ 'normgl '])
kontrol.Rule(bulasik miktari[ 'normal '] & kirlilik[ ‘normal '], yikama[ 'uzun'])
kontrol.Rule(bulasik _miktari[ ‘cok "] & kirlilik[ “normal "], yikama[ ‘uzun'])
kontrol.Rule(bulasik miktari[ ‘az'] & kirlilik[ ‘¢ , yikama[ ‘normal '1)
kontrol.Rule(bulasik miktari[ 'normal '] & kirlilik[ ‘cok'], yikama[ 'uzun'])
kontrol.Rule(bulasik miktari[ ‘cok "] & kirlilik[ ‘¢ok"], yikama[ ‘uzun'])

sonuc = kontrol.ControlSystem([kurall, kural2, kural3, kural4, kural5, kural6, kural?7, kural8, kural9])
model_sonuc = kontrol.ControlSystemSimulation(sonuc)

Sekil 2.10. Bulanik kontrol sisteminin olusturulmasi ve simiilasyon kod satiri

5. KARAR VER

Ogrenciler, dokuz kurala gére olusturmus olduklari bulanik mantik modelinin sonuglarina Sekil
2.10'da verilen kod satirlanini kullanarak karar verir (ilgili koda Github platformu:
https://github.com/deneyapyz/lise/ kapsaminda yer alan, Hafta2 klasorii altindaki
H2_bm_bulasik-makinesi.py adli dosyadan da erisilebilir). Sekil 2.11a'da “model_sonuc.input”
komutu ile ogrenci bulanik mantik sistemine gondermek istedigi bulasik miktari ve Kkirlilik
seviyesini girer. Daha sonra “model_sonuc.compute()” komutu kullanilarak olusturulan bulanik
mantik sisteminde girilen bulasik miktari ve kirlilik seviyesine gore yikama siiresini bulanik mantik
modelinde hesaplatir. Sekil 2.11b'de %50 bulasik miktari ve %80 kirlilik seviyesi icin bulanik
mantik modeli yilkama siiresini 113,7 saniye olarak hesaplar.
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e ET

numpy as mat
skfuzzy as bulanik
sk control as kontrol

bulasik miktari = kontrol.Antecedent(mat.arange(0, 100,
rol.Antecedent( mat.arange(0, 100, 1), 'k

yikama = kontrol.Consequent(mat.arange(0, 1),y

lanik.trinf(bulasik_mi
bulanik. trimf(bulasik 1
nf (bulasik mikta

ulanik.trimf(yikama.universe, [0, 0, 50])
yikama[ ulanik.trimf(yikama.universe, [40,
yikama[ '] = bulanik.trinf(yikama.universe, [60,

al"], yikama[

, yikama[ "
ontrol.Rule(bulasi 9 (Consale A
= kontrol.Rule(bulasik_mikta

sonuc = kontrol.ControlSystem([kurall, kural2, kural3, kurald, kuralS, kural6, kural7, kuralg, kural9])
model_sonuc ontrol.ControlSystemSimulation(sonuc)

model_sonuc.
model_sonuc
model_sonuc.co

Sekil 2.11: Bulasik makinasi 6rnegi i¢in bulanik mantik modelinin degerlendirilmesi

Egitmene Not

Egitmen, verilen bulagik makinesi bulanik mantik modelini Python kodlarinda

model_sonuc.input['bulasik miktari] = 30
model_sonuc.input[kirlilik seviyesi‘]=60
model_sonuc.input['bulasik miktari] = 10
model_sonuc.input[kirlilik seviyesi‘]=20
model_sonuc.input['bulasik miktari'] = 80
model_sonuc.input['kirlilik seviyesi=100

gibi farkh ornekler lizerinden elde edilen yikama siirelerini, uygulamali olarak 6grencilere
gosterir.

6. UYGULAMANIN PYTHON KODLARI

import numpy as mat
import skfuzzy as bulanik

from skfuzzy import control as kontrol

bulasik_miktari = kontrol. Antecedent(mat.arange(0, 100, 1), ‘bulasik miktari’)

kirlilik = kontrol. Antecedent( mat.arange(0, 100, 1), 'kirlilik seviyesi')
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yikama = kontrol.Consequent(mat.arange(0, 180, 1),'yikama siiresi')

bulasik_miktari['az'] = bulanik.trimf(bulasik_miktari.universe, [0, 0, 30])
bulasik_miktari['normal’] = bulanik.trimf(bulasik_miktari.universe, [10, 30, 60])
bulasik_miktari['cok] = bulanik.trimf(bulasik_miktari.universe, [50, 60, 100])
kirlilik['az'] = bulanik.trimf(kirlilik.universe, [0, 0, 30])

kirlilik['normal’] = bulanik.trimf(kirlilik.universe, [10, 30, 60])

kirlilik['cok'] = bulanik.trimf(kirlilik.universe, [50, 60, 100])

yikama['kisa'] = bulanik.trimf(yikama.universe, [0, 0, 50])
yikama['normal’] = bulanik.trimf(yikama.universe, [40, 50, 100])

yikama['uzun'] = bulanik.trimf(yikama.universe, [60, 80, 180])

kural1 = kontrol.Rule(bulasik_miktari['az'] & kirlilik['az'], yikama['kisa'])
kural2 = kontrol.Rule(bulasik_miktari['normal’] & kirlilik['az'], yikama['normal'])
kural3 = kontrol.Rule(bulasik_miktari['gok'] & kirlilik['az'], yikama['normal'])

kural4 = kontrol.Rule(bulasik_miktari['az'] & kirlilik[ normal’], yikama['normal)
kural6 = kontrol.Rule(bulasik_miktari['cok’] & kirlilik['normal’], yikama['uzun'])

kural7 = kontrol.Rule(bulasik_miktari['az'] & kirlilik['gok'], yikama['normal'])

(
(
(
(
kural5 = kontrol.Rule(bulasik_miktari['normal’] & kirlilik['normal’], yikama['uzun'])
(
(
kural8 = kontrol.Rule(bulasik_miktari['normal’] & kirlilik['¢ok’], yikama['uzun'])
(

kural9 = kontrol.Rule(bulasik_miktari['cok’] & kirlilik['gok'], yikama['uzun'])
sonuc = kontrol.ControlSystem([kural1, kural2, kural3, kural4, kural5, kural6, kural7, kural8,
kural9])

model_sonuc = kontrol.ControlSystemSimulation(sonuc)

model_sonuc.input['bulasik miktari] = 50
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model_sonuc.input['kirlilik seviyesi]=80
model_sonuc.compute()

print (model_sonuc.output['yikama siiresi])

Diisiin, tartis...

Benzeri bir ¢6ziimi buzdolabi igin tasarlayabilir miyiz? Problemi tartisip, modelleyelim... Bu
konuda yapilan modellemeler sinif ortaminda tartisilabilecek ya da 6grenciler Web
ortaminda benzeri yondeki uygulamalari arastirarak modellemeleri ile karsilagtirmalar
yapabilecektir.

Egitmene Not
Egitmen, 6grencilerin 1. ve 2. hafta igerisinde elde ettikleri bilgi-becerileri degerlendirmek,
aktif katihmlarini saglamak ve onlari gelecek haftalara motive etmek icin ‘Kahoot'
uygulamasini ya da benzeri bir Web 2.0 uygulamasini kullanarak ‘bilgi yarnigmasi’
diizenleyebilir.

1. ve 2. hafta baglaminda sorulabilecek sorular; Yapay Zeka kavraminin temelleri, veri analiz
suregleri, Makine Ogrenmesi temelleri, deginilen onemli Python kodlari, Bulanik Mantik
temelleri ve uygulamalari yoniinde olabilir.

7. ILAVE ETKINLIK

Ogrenciler, ilk olarak bulanik mantik ile otomatik fren sistemi problemini anlar. Sekil 2.12'de
gosterildigi gibi otomatik fren sistemi icin bulanik mantik kontrol sistemi giris parametreleri
mesafe ve hiz, ¢ikis parametresi ise uygulanmasi gereken fren basing degerlerini bulanik mantik
modeli ile belirler. Bu etkinlik kapsaminda problem ¢oziimiine iligkin bulanik mantik sistemi
kodlanir (ilgili koda Github platformu Hafta2 klasorii altindaki H2_bm_fren-sistemi.py adli
dosyadan erisilebilir).

Sekil 2.12. Bulanik mantik ile otomatik fren sistemi
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PYTHON KODLARI:

import numpy as mat
import skfuzzy as mantik

from skfuzzy import control as kontrol

mesafe = kontrol.Antecedent(mat.arange(0, 50, 1), 'mesafe’)
hiz = kontrol. Antecedent( mat.arange(0, 100, 1), 'hiz')

fren_basinci = kontrol.Consequent(mat.arange(0, 100, 1), fren_basinci')

mesafe['cok yakin] = mantik.trimf(mesafe.universe, [0, 0, 10])
mesafe['yakin'] = mantik.trimf(mesafe.universe, [5, 15, 25])
mesafe['uzak'] = mantik.trimf(mesafe.universe, [20, 30, 40])

mesafe['cok uzak'] = mantik.trimf(mesafe.universe, [35, 50, 50])

hiz['cok yavas'] = mantik.trapmf(hiz.universe, [0, 0, 20, 30])
hiz['yavas] = mantik.trapmf(hiz.universe, [20, 30, 45, 55])
hiz['hizI'] = mantik.trapmf(hiz.universe, [45, 55, 70, 80])
hiz['cok hizli] = mantik.trapmf(hiz.universe, [70, 80, 100,100])

fren_basinci['gok diisiik’] = mantik.trimf(fren_basinci.universe, [0, 20, 40])
fren_basinci['diisiik'] = mantik.trimf(fren_basinci.universe, [20, 40, 60])
fren_basinci['yliksek'] = mantik.trimf(fren_basinci.universe, [40, 60, 80])

fren_basinci['gok yiiksek'] = mantik.trimf(fren_basinci.universe, [60, 100, 100])

kural1 = kontrol.Rule(mesafe['¢ok yakin'] & hiz['¢ok yavas], fren_basinci['cok yiiksek'])
kural2 = kontrol.Rule(mesafe['yakin] & hiz['cok yavas'], fren_basinci['¢ok diisiik])
kural3 = kontrol.Rule(mesafe['cok yakin'] & hiz['yavas'], fren_basinci['¢ok yiiksek'])
kural4 = kontrol.Rule(mesafe['yakin] & hiz['yavas], fren_basinci['diisiik])
kural5 = kontrol.Rule(mesafe['uzak'] & hiz['yavas], fren_basinci['gok diisiik'])

(
(
(
(
(
(

kural6 = kontrol.Rule(mesafe['cok yakin'] & hiz['hizli'], fren_basinci['gok yiiksek'])
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kural7 = kontrol.Rule(mesafe['yakin] & hiz['hizlI'] , fren_basinci['diisiik])

kural8 = kontrol.Rule(mesafe['uzak'] & hiz['hizlI'] , fren_basinci['cok diisiik])

kural9 = kontrol.Rule(mesafe['cok yakin] & hiz['¢ok hizli'], fren_basinci['¢ok yiiksek'])
kural10 = kontrol.Rule(mesafe['yakin] & hiz['cok hizli'], fren_basinci['yiiksek'])
kural11 = kontrol.Rule(mesafe['uzak'] & hiz['cok hizli'], fren_basinci['diisiik])

kural12 = kontrol.Rule(mesafe['cok uzak'] & hiz['cok hizl], fren_basinci['cok diisiik])

fren_kontrol = kontrol.ControlSystem([kural1, kural2, kural3, kural4, kural5,kurals,
kural7, kural8, kural9, kural10, kural11, kural12])

frenleme = kontrol.ControlSystemSimulation(fren_kontrol)

v = int(input("Hizi gir (0-100 km/h) : "))
s = int(input("mesafeyi gir (m) : "))

if (v/2<=s):
print ("fren basiimasi gerek yoktur")
else:
frenleme.input[‘hiz'] = v

frenleme.input['mesafe’] = s

frenleme.compute()
print ("fren basinci (%): ", frenleme.output['fren_basinci'])

print ("yeni hiz degeri: ", v-(v*frenleme.output['fren_basinci’]/100))

Biliyor musunuz?

Bulanik Mantik ozellikle kontrol sistemlerinde oldukga sik kullaniimistir. Bu yolla
otomatik sulama sistemleri, akilli glivenlik sistemleri ve daha birgok ¢6ziim tasarlanmistir.
Gergeklestirilen ¢oziimler igin Web'i tarayin!
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Kaynakca
Korkmaz, S. (2019). 9. Sinif Ogrencilerinin Mantik Konusundaki Kavram Yanilgilari (Yiiksek Lisans
Tezi, Necmettin Erbakan Universitesi Egitim Bilimleri Enstitiis).

Web  Kaynagi  2.1:  hitps://medium.com/zaferdemirkol/herkes-i%C3%A7in-yapay-zeka-
matemati%C4%9Fi-2-vekt%C3%B6r-matris-i%CC%87%C5%9Flemleri-d7c63ad 53f9
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3. Hafta: Makine Ogrenmesi Kavrami ve Olasilikli
Cozumler icin Bayes Ogrenmesi

On Bilgi:

Python ile yapay zeka mantigi, veri organizasyonu, yapay zeka matematigi ogrenecektir.
Python kodlamada dongiiler, fonksiyonlar ve kiitiiphane yapilarinin kullanimi (Bu konuda
Python anlatim videolari: 10-11. Dongiiler, 13. Fonksiyonlar, 14-16. Python kiitliphaneleri
serisi yardimci arac olarak kullanilabilecektir).

Haftanin Kazanimlari:

Ogrenciler, makine 6grenmesi kavramini ve Bayes dgrenmesi algoritmasini kullanir.
Ogrenciler, verileri makine 6grenme algoritmalari ile gercek hayat problemlerine uygular.
Ogrenciler makine 6grenmesindeki temel agamalari bilir ve uygulamalarda kullanir.
Ogrenciler regresyon, siniflandirma ve kiimeleme yontemlerini uygular.

Ogrenciler, sonucun sebebini bulurken sonucun hangi olasilikla hangi sebepten
kaynaklandigini veren Bayes Teoremini drneklerle kavrar.

o Ogrenciler Python programlama dilini kullanarak aracin 6zelliklerine gére satis durumunu
tahminleme etkinligi igin program kodunu yazabilir.

Haftanin Amaci:

Bu haftanin amaci, “yapay zeka alt dali olan makine 0grenmesi” ve “Bayes 0grenme”
kavramlarinin tiim 6grenciler tarafindan dogru bir sekilde anlasilmasini saglamaktir. Haftanin
bir diger amaci, makine ve Bayes ogrenmelerini kullanilarak farkli drnekler ile 6grencilerin
ilgisini cekerek etkinliklere yonelik ilgilerini artirmaktir. Ayrica, 6grencilere Python ile makine
ogrenme algoritmalari ile 6rnek modelleme ve ¢oziim liretme yetenegi kazandirilacaktir.

Kullanilacak Malzemeler:
Bilgisayar, kagit, kalem, Python kod editorii, ornekler igin ¢ikti gorselleri
Haftanin islenisi:

Algila: Ogrenciler makine 6grenmesi kavramina iligkin temelleri ve Bayes 6grenme teknigini
tanimlayarak yorumlayabilir.

Tasarla: Ogrenciler Bayes 6grenme teknigi ile arag satis probleminin giris ve cikis
parametrelerini tasarlayabilir.

Harekete Geg: Ogrenciler Python programlama dili ile veri setindeki metinsel degerleri
sayisallastirip egitim ve test verileri ile model kurabilir. Bu hafta igin Github platformu
(https://qgithub.com/deneyapyz/lise/) ile etkilesim Harekete Ge¢ asamasi ile
baslatilabilmektedir.
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Yiiriit: Egitmenler ogrenciler ile etkilesimli bir bicimde Bayes 6grenmesi kullanarak modeli
egitir ve aracin satis tahmin durumunu belirler. Ogrenciler s6z konusu uygulama iizerinden
Bayes ogrenmesi teknigi ile etkin ¢oziim iretme siireclerine iliskin uygulama kodlama ve
yliriitme islemlerini uygulayabilir.

Karar Ver: Ogrenciler alternatif yapay zeka modelini diizenleyerek / kodlayarak ¢oziim
iretebilir.

1. ALGILA

1.1. Makine Ogrenmesi Temelleri

Giinlimiizde teknolojinin hizla gelismesiyle bilgisayar, cep telefonu, tablet gibi akilli cihazlarin ve
internet teknolojisinin hizla yayilmasi ile iretilen veriler artmis ve “biiyiik veri” kavrami ortaya
ctkmustir.

Bunun en 6nemli nedeni ise hayatimizin her alaninda Instagram, Twitter ve Youtube paylasimlari,
nesnelerin interneti (IoT) gibi dijital bir hareket olmasidir. Biiyiik veri; verinin hacmi, veri hizi, veri
cesitliligi, verinin diizensiz olmasi, verinin degerli olmasi olmak iizere bes bilesenden olusur. Veri
hacmi, verinin yiiksek hacimli oldugunu belirtir. Ornegin bir ucagin motorunda ve diger
bilesenlerinde milyonlarca sensor mevcuttur. Bu sensorler ugaklarin yaptigi her bir hareketi anlik
olarak toplayarak terabaytlar seviyesinde veri iiretmektedir (Sekil 3.1).
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Sekil 3.1. Ucak sensorlerinden bir yil boyunca elde edilen veri boyutu (Web Kaynagi 3.1)

Biiyiik verinin ikinci bileseni ise verinin hizidir. Ornegin Sekil 3.2'de gdsterildigi gibi bir dakika
icerisinde 200+ milyon e-posta, 4 milyon Facebook begenmesi, 1+ milyon Instagram begenmesi,
milyonlarca atilan tweetler gibi veriler oldukga hizli aktariimaktadir. (Verinin kaynagi ve hangi yila
ait oldugu yazilirsa daha iyi olur.)
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S$4.1

4,310 18327 nm

Sekil 3.2. Bir dakika igesinde sosyal medya araglarinda gelen veriler (Web Kaynagi 3.2)

Biiyiik verinin diger onemli bileseni ise veri gesitliligidir. Verilerin belirli bir yapisi yoktur. Sekil
3.3'te gosterildigi gibi Sensorden alinan verilerin toplandii .log dosyalari, resim, ses metin .txt
dosyalar, sirket veri tabanlarinin .csv (excel) dosyalari, twitterdan alinan .json verileri gibi birgok
farkli veri gesitliligi vardir.

IT'S NOT JUST SIZE,
b VARIETY!

Sekil 3.3. Biiyiik veride kullanilan bazi veri gesitleri (Web Kaynagi 3.3)

Biiyiik verinin dordiincii bileseni ise verinin diizensiz, karmasik ve kirli olmasidir. Sekil 3.4'te
gosterildigi gibi akan bir trafikte arabanin iizerinde bulunan sensorler vasitasiyla araglarin hizlari
alinmaktadir. Boylece araglarin ortalama hizlarin gore, ileride karsilacaklari, trafik lambalarinin
kirmizi veya yesil yanma siirelerini arttirlimasi ayarlanmaktadir. Ancak veriler analiz edilken bir
(1) tane aracin hizi igin -10 km/saat olarak yanhs bir deger gelmektedir. Aracin hizinin eksi (-)
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deger gelmesi olusturulacak modelde yanlis bir sonuca neden olabilir. Bu durum verinin diizensiz
ve karmasik olmasina bir drnektir. Bu nedenle bu verilerin dncelikle dogru bir formata getirilmesi
ya da veri setinden gikarilmasi (temizlenmesi) gerekir.

Sekil 3.4. Trafikte araglardan sensorler vasitasiyla hizlarin alinmasi goriintiisii (Web Kaynagi
3.4)

Biiyiik verinin son bileseni verinin anlamlandiriimasidir. Sekil 3.5'te gosterildigi gibi bir sinema
uygulamasi ile iki 6grenciden ilki farkli tiirde 10 tane film, digeri ise yine ilk 6grenciye benzer 9
film almaktadir. Verinin anlamlandirilmasinda 9 film alan 6grenciye benzer filmler alan 6grenciler
incelenerek 10. (onuncu) film 6grenciye tavsiye olarak sunulmaktadir.
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Harry Potter and the Harry Potter and the Tim Burton's Corpse The Emperor's New Lemony Snicket's A
Chamber of Secrets Prisoner of Azkaban Bride Groove Series of Unfortunate
Events

Sekil 3.5. Film tavsiye uygulamasi (Web Kaynagi 3.5)
Biylik verileri anlamlandiran bireyler, kurumlar ve ilkeler kendilerini geligtirirken

anlamlandiramayanlar ise zamanla teknolojinin gerisinde kalarak popiilerliklerini ve sermayelerini
kaybetmektedirler. Biiyiik veriyi degerlendirmek icin makine ©grenme yontemi siklikla
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kullanilmaktadir. Makine 6grenmesi akilli cihazlarin verileri isleyerek, kendi kendine karar vererek
bir problemi ¢ozme siirecidir.

Sekil 3.6. insan robot etkilesiminde makine 6grenmesi (Web Kaynag 3.6)

Makine 6grenmesi, bilgisayarin meydana gelen bir olay ile ilgili topladidi bilgi ve tecriibeleri
ogrenebilmesi amaciyla matematiksel modellerin kullaniimasidir. Makine 6§renmesinde temel
amac elde edilen veriler ile gelecekte olusabilecek benzer olaylar hakkinda kararlar verebilmek
veya gecmisteki durumlar hakkinda sonug olusturmaktir (Azure, 2021). Cok biiyiik miktarlardaki
verilerin elle islenip bir sonuca varilabilmesi olduk¢a zordur. Bu nedenle makine 6grenmesi
algoritmalar kullanilarak bu islem kolay ve kisa siirede gergeklestirilebilir. Makine 6grenmesi,
dogal dil isleme, nesne tanima, arama motorlari, robot hareket kontrolii, yiiz tanima gibi birgok
uygulamada kullanilmaktadir (Bilgin, 2017).

D Makine Ogr. ile Tas- D Ogrenerek Calisan
\. } Kagit-Makas Oyunu! Robotlar!

Sekil 3.7'de gosterildigi gibi makine 6grenmesi temel olarak dért asamadan olusmaktadir. ilk
asamada, akill cihazlardan veriler toplanarak islenir. isleme siirecinde uygun olmayan veriler veri
setinden cikarilarak veri biitiinligii saglanir. ikinci asamada, veri setindeki veriler bir kismi egitim
verisi diger kismi test verisi olarak ikiye ayrilir. Egitim verileri makine 6grenmesindeki modelleri
egitmek icin kullanilir. Ugiincii asamada, modellerden elde edilen sonuglar test verileri ile analiz
edilerek makine ogrenmesi modelinin dogrulugu test edilir. Son agamada ise, test verilerinden
elde edilen sonuglar degerlendirilir (Gevik, 2020).
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ve hazirlama Model egitimi degerlendirme b onug
|§©_°
O e
Kotil ise

Sekil 3.7. Makine 6grenmesinde temel agsamalar

Makine 6grenmesi tekniklerinde siklikla naive-bayes algoritmalari, destek vektor makineleri, karar
agaci algoritmalari, k-en yakin komsu algoritmalari kullanilmaktadir (Sekil 3.8).

Lineer K-En Yakin Komsu
Regresyon ~

Karar Agaci Destek Vektor Makineleri

A% e

Naive Bayes Yapay Sinir Aglari
® :

Sekil 3.8. Yaygin olarak kullanilan makine 6grenme algoritmalari

Bu algoritmalardan bir kismi siniflandirma uygulamalarinda bir kismi da tahmin etme islemlerinde
kullanilir. Sekil 3.9'da gosterildigi gibi makine 6grenmesi algoritmalari denetimli ve denetimsiz
ogrenme olmak iizere ikiye aynimaktadir (Sahinarslan, 2019).
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Denetimli Ogrenme
" Siniflandirma
— Regresyon

J

Makine Ogrenmesi

—» Kimeleme

Denetimsiz Ogrenme
Sekil 3.9. Makine 6grenme yontemleri

Egitmene Not
Egitmen, 6grencilere regresyon ve siniflandirma mantigini Sekil 3.10°da verilen gorsele gore
anlatir.

Regresyon (Tahminleme) Siniflandirma
Sekil 3.10. Regresyon ve siniflandirma gorseli

1.2. Bayes Ogrenme Teknigi

Naive Bayes ogrenme teknigi temeli Bayes teoremine dayanir. Bayes Teoremi bir sonucun
sebebini bulurken sonucun hangi olasilikla hangi sebepten kaynaklandigini bulur. Ulkemizde en
popiiler alisveris internet sitesinde akilli cep telefonu satisini diisiinelim. Online magazada A ve
B iki ayri marka cep telefonu satiimaktadir.
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Edinilen tecriibe ve tutulan kayitlardan cep telefonu ile ilgili bilgiler su sekildedir:
1. Markalar; A ve B
2. Giinliik satig miktari; A marka 200, B marka 160 adet
3. lade edilen cep telefonu orani; %5

Bir giin igin online magazada satilan cep telefonlarindan A marka olanlarin iade edilme olasili§ini
hesaplayalim. Toplam 360 adet cep telefonu, 200 adedi A marka satiliyor. Bu durumda, giinliik 18
adet cep telefon iade edilmektedir. iade edilen cep telefonlarin markalarina gére dagilimini esit
kabul edersek iade edilen cep telefonlarinin 9 adeti A markasina aittir. O halde A marka cep
telefonunun iade edilme olasiligi 9/200=%4,5dur.

Bu durumu 6zetleyen Bayes 6grenme formiilii su sekildedir:

P(Aliade edilen cep tif) » P(iade cep tif oram)
P(Satis orani | A)

P(lade edilen Cep TIf |4) =

Formiile sayisal veriler uyarlandiginda su sonug elde edilir:

. _ . 05%0,05 . :
P(lade edilen Cep TIf|A) = —oSss = 0,045(%4,5)
— Diinyadan Haberler \

Bozulan iklimimizi yapay zeké yardimiyla diizeltebilir miyiz?

Yapay zeka, yasamlarimizda giderek yayginlasan ve birgok alanda karsimiza
¢tkan bir teknoloji. Kullandigimiz cihazlar ve aldigimiz hizmetler de bu
teknolojiden her gegen giin daha fazla faydalaniyor. Bilim insanlari, girisimciler
ve devletler, en biiylik toplumsal sorunlara getirilebilecek yeni ¢éziimleri
kesfedebilmek amaciyla yapay zekadan faydalaniyor. Diinya’nin iklim
davraniglarini ve bunlarin gelecekte nasil degisebilecegini anlamak,
giindemimizin en baslarinda yer aliyor. Diinya genelinde dolasimda olan ytkli
miktardaki dijital veriyi, teknoloji yardimiyla daha iyi anlayabiliyoruz. Peki,
cevresel degisimleri azaltmamizda ve gelecege uyum saglamamizda yapay
zeka bize nasil yardimci olabilir?

Uydular vasitasiyla toplanan iklimsel verilerin miktari, tarih boyunca
gorilmemis seviyelere ulasmis durumda. Karsilastigimiz hava tahminleri ise
hi¢ olmadigi kadar fazla ayrintiya yer veriyor. Fakat iklim modelleri ve
senaryolari, birgok belirsizlik barindirmaya devam ediyor. Eldeki yikli verileri
yapay zekadan faydalanarak degerlendiren bilim insanlari, bu sayede iklim
bilimini gelistirerek toplumun ve doganin gelecege uyum saglamasinda
yardimci olacak daha tutarli iklim tahminleri Gretmeyi hedefliyor (Web
Kaynagi 3.7).

N /
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2. TASARLA

Ogrenciler, ilk olarak bayes 6grenme ile Elektro Kardiyografi (EKG) sinyallerinin degerlendirilme
problemini anlar. Sekil 3.11'de gosterilen EKG sinyallerinin 6zelliklerine gore sinyalinin tiirlerini
modeller.

Mormal ritim

I

s I
|

|

Hizhi ritim

QS5 % I Y WS

5 I O 0 O CEE
QRS komplesi T dalga

T

Dizensiz ritim

Ventrikillerin Toparlanma N i ] H
aktivasyonu dalgasi L e

Atriyum
aktivasyonu

Sekil 3.11. EKG sinyallerin tiirleri

Ogrenciler Gizelge 3.1'de verilen Bayes 6§renme ile EKG sinyalleri igin giris ¢ikis parametresini
belirler.
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Cizelge 3.1. Bayes 6grenme igin girig ve ¢ikis parametreleri

Veri GIRIS PARAMETRESI GIKIS PARAMETRESI
eri
Sayisi oo . I
EKG Sinyali EKG Sinyal Tiirii
T | o
8o
h " h  Zamen ims) v 3 3 Normal Siniis Ritmi
o =
;E 050 'E
8 0.25 (3N
000 Supraventrikiiler =
" “ " ** Zaman (ms) ¢ - ” erken atim A
—
21892 | .. M
oo Siniflandinlamayan
00 02 04 06 Zaman (anﬁs) 10 12 14 atlm
[
(2]
=4
eee ee g
109446 -
Siniflandinimayan | =
ritim ‘o

Bu boliimde EKG sinyallerine ait 21892 (Test verisi) 87554 (Egitim verisi) olmak iizere toplam
109446 adet veri setinde (Web Kaynagi 3.8) EKG sinyali giris parametresine gore EKG sinyal
tiirlinlin makine 6grenmesi ile tahminlenmesi amaglanmistir.

VERI SETI iCiN INDIRME LIiNKi
https://www.kaggle.com/shayanfazeli/heartbeat
(Uygulama kapsaminda kullanilan veri setleri dosyalari: mitbih_train.csv ve mitbih_test.csv

seklindedir.)

3. HAREKETE GEC

Ogrenciler, verilen mitbih_test.csv ve mitbih_train.csv isimli veri seti dosyalarini basit bir Bayes
ogrenme tahminleme islemi yapar. Tasarim asamasinda EKG sinyaline gore EKG sinyal tiiriinii
tahmin etmeye calisir. Sekil 3.12'de gosterildigi gibi mitbih_test.csv ve mitbih_train.csv dosyalari
yiiklemek igin gerekli kiitiiphane komutlarini yazar (ilgili kod Github platformunda Hafta3 klasorii
altinda H3_bayes_kalp.py dosyasi ile sunulmus durumdadir.).
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& Spyder (Python 2.5)

File Edit Search Source Run Debug Consoles Projects Tools View Help

X_train=np.array( iy
y_train=np.array(train)[:

test =pd. (“mitbil
X_test=np.array(test)[
y_test=np.array(test)[:,

Sekil 3.12. Gerekli kiitiiphaneleri ve komutlarin gosterimi

Ogrenciler mitbih_train.csv ve mitbih_test.csv dosyalari icerisinde yer alan toplam 188 adet siitun
verisi mevcuttur. Bu verilerden ilk 187 adeti EKG giris sinyaline ait sayisal girig degerleridir. 188.
(son siitun) ise, EKG sinyalinin tiiriinii ifade etmektedir. S6z konusu 5,6 (egitim) ve 10,11 (test)
numarali satirlarda yazilan kod satirlarinda 187 degeri giris parametrelerine ait sayisal degerleri
igerir.

4. YURUT

Ogrenciler 14 numarali kod satirinda EKG sinyalinin ozelliklerine gére EKG sinyal tiirii igin
olusturmus oldugu bayes ©grenme algoritmasini kullanabilmek igin “sklearn.naive_bayes”
kiitiphanesinde yer alan “CategoricalNB” ozellik fonksiyonunu ¢aginir. 15 numaral satirda
CategoricalNB() fonksiyonu “model” isimli bir degiskene aktarilir. 16 numarali satirda, “gnb.fit"
komutu yazarak girig egitim verilerine gore ¢ikis egitim verileri i¢in Bayes algoritmasi ile egitim
gerceklestirir. 17 numaral kod satirinda ise, Bayes algoritmasi ile egitim islemi sonunda giris test
verilerine gore satis tahminini gergeklestirir.

/8 Spyder (Python 3.8)

e Edit Search Source Run Debug Consoles Projects Tools View Help

numpy as
pandas as

train =pd.read csv("mitbih train.csv")
X _train=np.a i

y_train=np.array(train)[:,18

sklearn.naive_bayes import CategoricallB
gnb = CategoricalNB()
gnb.fit(X train, y train)
y _pred = gnb.predict(X test)

Sekil 3.13. Bayes algoritmasinda egitim ve tahminleme iglemleri icin kod ekrani
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5. KARAR VER

5.1. Tahmin-Test Sonuclarini Karsilastirma

Ogrenciler, Bayes dgrenme modeli ile egitilen EKG sinyali dzelliklerine gore EKG sinyal tiiriinii
tahminlemesine ait hata matrisini (confusion matrix) kullanarak modelin basarisini dlger. Sekil
3.14'te gosterildigi gibi 20 numarali komut satirinda, sklearn.metrics” kiitiiphanesinden
confusion_matrix ozelligi yiiklenir. 21 numarali satirda ise, hata matrisini goriintiileyebilmek i¢in
gerekli olan seaborn kiitiphanesini yiikler. 22 numarali satirda ise, hata matrisindeki grafikleri
cizebilmek igin matplotlib kitiiphanesi icerisinde yer alan pyplot fonksiyonunu yiikler. 23
numaral kod satirinda ise, “cm degiskeni” ile olusturulan hata matrisinin satir (y_test) ve
stitunlari (y_pred) olusturur. 24 ve 25 numarali kod satirlarinda ise index ve colums degiskenleri
kullanarak hata matrisinde yer alacak olan metinleri belirler. 26 numarali kod satirinda cm_df
degiskeni ile “y_test” ve “y_pred” degerlerinin veri cercevesine (DataFrame) aktariimasini saglar.
27 numaral kod satirinda ise “plt.figure” komutu ile 10x6 cm cergeve boyutunda bos bir gizim
ekrani agar. 28 numarali kod satirinda ise “sns.heatmap komutu ile olusturulan veri gercevesini
renkli olarak gizer. Burada annot=True ile sayisal degerler gosterilirken, fmt="d" sayisal degerler
tam sayi olarak ve cmap="YIGnBu" ile yesil gri ve mavi renkler ile gosterilmisgtir.

[& Spyder (Python 3.8

Eile Edit Search Source Run Debug Consoles Projects Tools View Help

ERRE0 IO
Jes y Z Lise\Hafta 3thafta_3_uygulama_bay
es.py y ¥ fuuzy.py hafta_? o 21.py fuzzy ornek

train =pd
X _train=np.array(train)[:,:187]
y_train=np.array(train)[:,187]

m sklearn.naive bayes import CategoricalNB
‘ategoricalNB()
(X_train, y_train)
= gnb.predict(X_test)

sklearn.metrics import confusion_matrix
seaborn 2s sns
- matplotlib.pyplot as

cm= confusion matrix(y test,

index = ['No', 'S*, "V, TFY 00 ]

columns: = [No’; 'S W R TON]

cm_df = pd.DataFrame(cm,columns,index)
plt.figure(figsize=(18,6))
Fns.heatmap(cm_df, annot=True, fmt="d",cmap="YLGnBu")

Sekil 3.14. Bayes algoritmasinda egitim ve tahminleme islemleri igin kod ekrani
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5.2. Hata Matrisini Degerlendirme

Ogrenciler, EKG sinyal ozelliklerine ait toplam 109.446 adet veri setinde (Kaggle, 2021) kayit
verinin %80'ini (87554) egitim, %20'i (21892) test egitim seti olarak ayirmisti. Bayes modeli 87554
kayit ile egitilmisti. Geriye kalan 21892 kayit (x_test) ise modeli tahmin etmek igin kullandi
(y_pred). Ogrenciler, Sekil 3.15'te gosterildigi gibi 21892 test kaydina ait gercek sonuglar (y_test)
ile tahmin sonuglarini karsilastirdi ve hata matrisi elde etti. Boylece 6grenci, matristeki sayilar
toplaminin test verisi olan 21892'ye esit oldugunu gérmektedir.

Biliyor musunuz? \

Yapay Zeka, 6zellikle Makine Ogrenmesi algoritmalari agisindan Veri Madenciligi

alaniyla is birligi igerisindedir (hatta siklikla karistirilir). Aslinda Veri Madenciligi daha

¢ok verinin kullanimi ve olmayan bilgiye erisimi amaglarken, Yapay Zeka alani ise zekice
¢6zUm yapilabilmesi amaci tagimaktadir. Veri Madenciligi alanini Yapay Zeka’dan ayiran
konu Birliktelik Kurallar’'dir. /

17 77 0 488 16000
14000
@ 497 27 28 0 4 12000
10000

> 1226 12 150 3 57
8000
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- 4000
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Sekil 3.15. Hata matrisi
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Egitmene Not

Egitmen, ilgili hata matrisinde satir ve siitunlarda verilen kisaltmalara ait ifadeleri
ogrencilere aciklar.

No S \ F Q
Normal Siniis Ritmi Supraventrikiiler Erken ventrikiiler Ventrikiiler ve Siniflandirilamayan
erken atim kasiima normal atimin atim
karigimi

Ogrenciler, hata matrisini incelediginde 18117 adet test kaydinda EKG sinyal tiiriine ait 17535
adetini “Normal Siniis Ritmi (No)” dogru, 582 adetinin ise yanlis tahmin edildigini gormiistiir. 556
adet “Supraventrikiiler erken atim (S)” test verisinden 27 adetini dogru, 529 adeti yanls
tahminlendigini goriir. 1448 adet “Erken ventrikiiler kasiima (V)" test verisinden 150 adetini dogru,
1298 adeti yanlis tahminlendigini goriir. 162 adet “Ventrikiiler ve normal atimin karisimi (F)” test
verisinden 1 adetini dogru, 149 adeti yanhs tahminlendigini goriir. Son olarak 1608 adet test
verisinden 448 dogru, 1160 adetini yanhs olarak tahminledigini goriir.

Ogrenciler Sekil 3.16'da gosterildigi gibi 30 numarali kod satirinda bayes 6grenme modeli ile
egitilen modelin dogrulugunu degerlendirmek igin “sklearn” kiitiphanesinden “metrics”
fonksiyon ozelligini yiikler. 31 numarali kod satirinda “print” komutu kullanarak “y_test” veri
setindeki veriler ile “y_pred” iglemi ile modelin dogrulugunun konsol ekraninda %82,9 basarim
oraninda tahminlendigini goriir.

t CategoricalNB

earn.metrics import confusion_matrix

[ [Console 1fa

columns

cm_df

3421497419

", metrics.accuracy_score(y_test, y_pred))

Sekil 3.16. Bayes 0grenme ile arag satis durumunu igin a) model dogruluk belirleme kod ekrani

b) model dogruluk sonucu
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Egitmene Not

Egitmen, burada elde edilmis olan basarim degerinin nasil artirllacagini 6grencilerle tartisir
ve kodlar iizerinde diizenlemelerle daha yiiksek basari degerleri yakalanmaya calisilir.

PYTHON KODLARI:

import numpy as np

import pandas as pd

train =pd.read_csv("mitbih_train.csv")
X_train=np.array(train)|[:,:187]
y_train=np.array(train)[;,187]

test =pd.read_csv("mitbih_test.csv")
X_test=np.array(test)[:,:187]
y_test=np.array(test)[;,187]

from sklearn.naive_bayes import CategoricalNB
gnb = CategoricalNB()

gnb.fit(X_train, y_train)

y_pred = gnb.predict(X_test)

from sklearn.metrics import confusion_matrix
import seaborn as sns

import matplotlib.pyplot as plt

cm= confusion_matrix(y_test,y_pred)

index = [No','S','V',F,Q]

columns = ['No','S','V','F','Q]]

cm_df = pd.DataFrame(cm,columns,index)
plt.figure(figsize=(10,6))

sns.heatmap(cm_df, annot=True,fmt="d",cmap="YIGnBu")
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from sklearn import metrics

print("Accuracy:",metrics.accuracy_score(y_test, y_pred))

Diigiin, tartis...

Makine Ogrenmesi’nin ¢alisma sekli insanlarin 6grenme sekline ne kadar benzerdir? Bu soruya
yonelik 6grencilerin dislinceleri sinif ortaminda tartisilabilir ya da 6grenciler gorisleri hakkinda
notlar olusturarak egitmenin ve diger 6grencilerin gorusleri ile karsilastirabilir.

6. ILAVE ETKINLIK

Sekil 3.17'de gosterildigi gibi hayvanat bahgesindeki verilen bilgilere gore hayvanin cinsini
tahminleyen Bayes 6grenme modeli kurunuz (ilgili kod Github platformu Hafta 3 klasérii altinda
H3_bayes_hayvanat-bahcesi.py adli dosya ile sunulmus durumdadir).

Sekil 3.17. Hayvanat bahgesinden goriintii

VERI SETI iCiN INDIRME LIiNKi
https://github.com/deneyapyz/lise/Hafta3/hayvanatbahcesi.csv
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Egitmene Not

Egitmen, ogrencilerden ilgili indirme linkini kullanmak suretiyle, orijinal veri setinin

(https://archive.ics.uci.edu/ml/datasets/zoo) Tiirkge'ye doniistiiriilmiis  versiyonunu
indirmelerini ister:
sac varligi Tuy varligi yumurta sut havada suda yasami | yirtici dis varligi
yasami
Omurga nefes alimi zehirli mi yuzgecler bacak sayisi | kuyruk yerli kedi boyu mu

Egitmen, gizelgede verilen giris degiskenlerin (bacak sayisi harig) hayvanlarda var ise “1”
yok ise “0” oldugunu ogrencilere aciklar. Bacak sayisi ise 0,2,4,6,8 seklinde oldugunu

belirtir.

Egitmen ogrencilere, ilgili ¢cizelgede verilen ¢ikis “simif” parametresindeki hayvan tiirlerine
ait siniflari agiklar:

ufak kanguru,
kurt

1 2 3 4 5 6 7

Yer domuzu, Tavuk, cukur engerek, | bas, kurbaga, pire, deniz tarag,
antilop, karga, deniz yilani, sazan, semender, kara | tatarcik, yengeg, kerevit,
ayl, giivercin, yavas solucan, | yayin baligi, kurbagasi bal arisi, Istakoz,
domuz, bufalo, | Ordek, kaplumbaga, Sap, karasinek, ugur | ahtapot, akrep,
buzag, flamingo, tuatara kopek baligi, bocegi, giive, deniz arisl,
tiiyli kemirgen, | marti, mezgit baligi, termit, simikli
cita, Sahin, ringa baligi, yaban arisi bdcek,
geyik, Kivi kusu, Turna, Pirana, deniz yildizi,
yunus, tarlakusu, Denizati, solucan

fil, devekusu, Dilbaligi,

meyve-yarasa, | muhabbet Vatoz,

ziirafa, kusu, penguen, Ton balig

kiz, Siiliin,

kegi, Amerika

goril, hamster, devekusu,

tavsan, leopar, Deniz

aslan, siipiiriicisti,

vasak, Korsanmarti,

vizon, serge,

kostebek, kugu, akbaba,

firavun faresi, galikusu

keseli sigan,

ornitorenk,

sansar, midilli,

liman-yunusu,

puma,

kedi,

rakun,

ren geyidgi, fok,

fok baligi,

sincap, vampir,

tarla faresi,
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Egitmen, ilgili hafta egitimi hakkinda 6grencilerin ilgisini arttirmak ve yeni 6grenilen bilgileri
onceden ogrenilen bilgiler ile karsilastirmalarin saglamak i¢in asagida maddeler halinde
verilen sorulari tartisir.
e lgili haftada ele alinan yapay zeka uygulamalarina uygun ornek veri setleri neler
olabilir?
e lgili haftada ele alinan veri setlerinin yapay zeka teknik ve kiitiiphanelerinde ne
derecede basarim etkisi olmustur?
e llgili haftada 6gretilen yapay zeka teknigi ile uyumlu ve uyumsuz olabilecek agik
erigsimli veri seti cesitleri sunan (kaagle, github vs.) internet sitelerinden elde
edilecek farkli veri gesitleri ile yapay zeka teknigi uyumlulugunu sorar.

PYTHON KODLARI:

import numpy as np
import pandas as pd

veri =pd.read_csv("hayvanatbahcesi.csv",encoding="unicode_escape’)

girisler=np.array(veri.drop(["sinifi"],axis=1))

cikis=np.array(veri["sinifi"])

from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(girisler,cikis,

test_size=0.35,random_state=109)
from sklearn.naive_bayes import CategoricalNB

gnb = CategoricalNB()
gnb.fit(X_train, y_train)
y_pred = gnb.predict(X_test)

from sklearn.metrics import confusion_matrix
import seaborn as sns
import matplotlib.pyplot as plt

cm= confusion_matrix(y_test,y_pred)
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index = ['1',2,'3','4,'5'/6",7'

columns = ['1',/2',3,'4''5,'6", 7

cm_df = pd.DataFrame(cm,columns,index)
plt.figure(figsize=(10,6))

sns.heatmap(cm_df, annot=True,fmt="d")

from sklearn import metrics

print("Accuracy:",metrics.accuracy_score(y_test, y_pred))
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4. Hafta: Karar Agaclari ile Tutarli Kararlar

On Bilgi:

e Karar agaclari temelleri, Karar agaglari teknigi, Karar agaglari tekniginde ¢6ziim modelleri,
Karar agaclari ile piring yapragi hastaliklarinin teshis uygulamasi.

e Python kodlamada ddngiiler, fonksiyonlar ve kiitiiphane yapilarinin kullanimi (Bu konuda
Python anlatim videolari: 10-11. Dongiiler, 13. Fonksiyonlar, 14-16. Python kiitliphaneleri
serisi yardimci arag olarak kullanilabilecektir).

Haftanin Kazanimlari:

Ogrenciler, karar agaglar algoritmasinin temel yapisini kavrar.

Ogrenciler, verileri karar agaclari ile gercek hayat problemlerine uygular.

Ogrenciler karar agaclar algoritmalari ile tahmin, siniflandirma yéntemlerini bilir.
Ogrenciler, Karar agaclari iizerindeki kosul ifadeleri icin ‘dii§iim’ ve 'kok diigim’, Diigiimler
arasi baglanti igin ‘kenar’ ve kosul belirtmeyen ifadeler igin ise "Yaprak’ kavramlarini bilir.
e Ogrenciler Python programlama dilini kullanarak aracin 6zelliklerine gére piring yaprag
hastaliklarinin teshisi igin program kodunu olusturur.

Haftanin Amaci:

Bu haftanin amaci, “karar agaglari algoritmasi” kavraminin tiim o6grenciler tarafindan dogru
bir sekilde anlagilmasini saglamaktir. Haftanin bir diger amaci, karar agaclar algoritmasi
kullanilarak farkh ornekler ile ogrencilerin ilgisini cekerek etkinliklere yonelik ilgilerini
artirmaktir. Ayrica, ogrencilere Python programi kullanarak karar agaclari algoritmalar ile
ornek modelleme ve ¢oziim iiretme yetenekleri kazandirilacaktir.

Kullanilacak Malzemeler:

Bilgisayar, kagit, kalem, Python kod editorii, ornekler igin ¢ikti gorselleri
Haftanin islenisi:

Algila: Ogrenciler karar agaclar teknigine iliskin temel kavramlari tanimlayabilir.

Tasarla: Ogrenciler karar agaclari ile piring yaprak hastaliklarinin teshisi probleminin girig ve
ctkis  parametrelerini  tasarlayabilir.  Bu  hafta  icin  Github  platformu
(https://github.com/deneyapyz/lise/) ile etkilesim Tasarla agamasi ile baslatilabilmektedir.

Harekete Geg: Ogrenciler Python programlama dili ile veri setindeki gériintii degerlerini
sayisallastirip egitim ve test verilerini ayirarak karar agaclari tabanl modeller kurabilir.

Yiiriit: EGitmenler ogrenciler ile etkilesimli bir bicimde karar agaclar modelini egitir ve piring
yaprak hastaliklarinin teshisi igin tahmin durumunu belirler. Ogrenciler ilgili problem
dogrultusunda genel kodlama ve model yiiriitme siireclerini uygulayabilir.
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Karar Ver: Ogrenciler alternatif yapay zeka modelini diizenleyerek / kodlayarak ¢oziim
iretebilir. Ogrenciler 6zellikle gorsel veriler iizerindeki uygulamalarin isleyisini inceleyip ve
tartisabilir.

1. ALGILA

1.1. Karar Agaglari Algoritmasi Temelleri

Karar agaglari, siniflari bilinen ornek veriden karar digiimleri (decision nodes) ve yaprak
diigimleri (leaf nodes) olusturarak agag sekilli bir karar akisi giktisi veren yapay zeka
algoritmasidir (SPSS, 1999). Karar agaglari algoritmasi, veri setini boliip kiiglilterek gelistirilen bir
yontemdir. Karar diigiimleri bir veya birden fazla daldan meydana gelebilir. ilk dii§iime kok diigim
(root node) denir. Karar agaci algoritmalari hem metinsel hem de sayisal verilerden olusabilir
(Web Kaynagi 4.1).

Sekil 4.1'de gosterildigi gibi havanin durumuna gore 6grencilerin okulun bahgesinde oyun oynayip
oynayamayacagini belirlemek igin karar agaclari yapisi gosterilmistir. Burada karar agacinin
algoritmasinin koki, hava durumudur. Karar agacinin diigiimleri ise giines, bulut ve yagmurdur.
Riizgar ve havanin nemi de kosul ifadeleridir. Karar agacinin yapraklar ise 6grencilerin okulun
bahcesinde oyun oynayip oynamayacagini belirtir.

Agacin Koki

' Hava

Durumn

Buluflu | Yagmurln |

©0

: Var Yiiksek | . Normal

Oyun oynabilir
miyim?

—

Sekil 4.1. Karar agaglarinin yapisi (Web Kaynagi 4.1)

Yapraklar

Karar a§aclar avantaj ve dezavantajlan su sekilde ifade edilebilir:

Avantajlar
e Agac yapilarinin yorumlanmasi ve gorsellestirilmesi kolaydir.
e Hem metinsel hem de sayisal veriler analiz edilebilir.
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e Karar agaclar, giris parametrelerine bagl ¢arpanlardan olusan denklem seklinde dedil,
kosullu bir ¢ikis modeli verir. Bu nedenle modelin ¢aligsmasi hizlidir.

e Yiiksek miktarda veriye ihtiyac duymadan model egitimi gerceklestirilebilir.

e Birden fazla ¢ikig parametresine sahip problemleri ¢ozebilir.

Dezavantajlar
o Verilerin analizi yapilirken otomatik olusan biiyik aga¢ yapilarinin asir karmasik
olmasindan dolayi aga¢ dallarinin takibi zordur.
e Asiri 6grenme (over fitting) yasanabilir.

Egitmen, 6grencilere asir 6grenme (over fitting) kavramini su sekilde agiklar:

Algoritmanin egitim verisi lizerinden veriyi ezberlemesine verilen teknigin adidir. Asiri
ogrenmede egitim verilerinden elde edilen sonug yiiksek olurken, egitim verisinden farkl bir
veri modele verildiginde hatali sonuglar iiretir. Kisaca model kararli bir yapiya sahip degildir.
Model underfitting olmussa, verilerin altinda yatan mantigi kavrayamamis demektir. Model
bu veriler ile ne yapacagini bilemez ve dogru olmayan sonuglar verir (Web Kaynagi 4.2).

Diinyadan Haberler \
— | Mucit Yapay Zeka

Surrey Universitesinde profesér olan Ryan Abbot tarafindan 2019’da baslatilan The Artificial
Inventor adli proje, yapay zeka ve yasanin yollarinin kesismesine odaklaniyordu. DABUS olarak
adlandirilan bir sistem igin projenin baslamasiyla birlikte 2 patent basvurusunda bulunulmustu.
Ayarlanabilir bir yemek kabi ve acil durum isaret 15181 olan icatlarin patentleri, mucit olarak
DABUS'u gosteriyordu.

Dr. Stephen Thaler tarafindan gelistirilen DABUS adli sistem, sahip oldugu trilyonlarca ag
sayesinde buyuk fikir ve icatlar 6ne siirebiliyordu. Fakat Amerika basta olmak tizere birgok tlke,
yapay zekanin mucit olamayacagini sdyleyerek patent tekliflerini geri ¢evirdi. Bunun Uzerine
davalar acan Thaler ve Abbott, son gelismelerle birlikte bekledikleri sonuca yavas yavas ulasacak
gibi gorlinuyorlar.

Baslangicta Avustralya da bu fikre karsi ¢ikiyordu. Fakat Avustralya Federal Mahkemesinden
Jonathan Beach, bu durum karsisindaki tavrin degismesine karar verdi. Beach’in vardigi karara
gore DABUS, mucit olarak gorilecek, fakat patent i¢cin aday olamayacak veya basvuramayacak.
Bu noktada patentin sahibi, DABUS’un gelistiricisi Thaler olacak.

Beach, yaptigi aciklamada kendi goriisiine gore yapay zeka sisteminin veya cihazin mucit olarak
taninabilecegini soyliiyor: “ikimiz de yaratildik ve yaratiyoruz. Bizim yarattiklarimiz neden
yaratamasin? (Web Kaynagi 4.3)

N /




Biliyor musunuz? ararlar

Karar Agaglari ile karar verme asamasinda hangi durumlarin birbirini takip edecegine
Entropi adi verilen bilgi kazanci hesabiyla karar verilir. Bizi karara ulastirabilen her
durumdan hangisinin Entropi degeri ylksek ¢ikarsa agagta siradaki digiime o eklenir.

Entropi formiilu su sekildedir:
1
I(x)=log——=—log P(x
(x) =log P g P(x)

Pile gosterilen degerimiz, 6rnegin spor oynama kararini belirleyen sicaklik, nem ve hava
tahmini adl giris durumlarindan her biri icin yerine konularak ayri ayri I(x) degerleri
bulunur. Hangi durumun degeri yiliksek c¢ikarsa aga¢ digimine o durum eklenir.
Ardindan eklenen durumun herhangi bir alt degeri/sinifi (6rnegin sicaklik durumu igin
dustik, orta ve yuksek seklindeki siniflardan biri) icin veri seti filtrelenerek, elimizde kalan
alt veri kiimesi igin Entropi hesabi tekrarlanir. islemler ve algoritma siireci, degerlerini
hesaplayacagimiz durum ve siniflar kalmayincaya kadar devam eder.

1.2. Karar Agaci Teknigi

Karar agaci teknigini kullanarak verinin siniflanmasi, 6grenme ve siniflama olmak izere iki
basamakli bir islemdir. Yaygin olarak bilinen karar agaci algoritmalari su sekildedir:

1.2.1. ID3 Karar Agaci Algoritmasi

ID3, yapay zeka alaninda ¢aligmaya ilk baslayan ogrencilerin karar agaclarinin temel ¢alisma
seklini kolayca ogrenebilecekleri ideal bir algoritmadir. ID3 karar aga¢ algoritmasinin C4.5 ve
C5.0 isminde iki tane versiyonu siklikla kullaniimaktadir. ID3 karar agaci algoritmasinda her
diigimden cikan dallar ile karar agaci olusmaktadir. Agagtaki dallarin sayisi algoritmada tahmin
edilecek sinif sayisina esittir. Karar agaci algoritmasinda yapraktaki hata (error) oranina gore
budama islemi yapilir.

Egitmene Not

Egitmen, 6grencilere karar agaclari ile ilgili agagida verilmis olan 6rnegi tartisarak ¢ozer. Bir
sirketin A, B, C iriinleri ile ilgili satis detaylar Asagidaki Tablo'da verilmistir. Bu Uriinler ile
asa@ida belirlenen ozelliklerde iriinler ile aksesuar alma karar da sette tanimlanmigtir.
Tabloya uygun olarak basit bir karar agac yapisi olusturunuz.

No | Tip | Uriin Sayisi | Ciro Yurtigi | Aksesuar

1 A <=5 dusuk | evet hayir

2 A <=5 dusuk | evet hayir

No | Tip | Uriin Sayisi | Ciro Yurtigi | Aksesuar

3 B 5...10 orta evet evet
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4 A <=5 orta evet hayir
5 A <=5 ylUksek | evet hayir
6 B >10 orta evet evet
7 A <=5 orta evet evet
8 A <=5 orta evet hayir
9 Cc <=5 orta evet evet

1.2.2. C&RT Karar Agaci Algoritmasi

Gini indeksi (dizini) veya Gini katsayisi, italyan istatistikci Corrado Gini tarafindan 1912'de
geligtirilen istatistiksel bir 6l¢idiir. Gini'ye dayal ikili bolme islemine gore ¢alisan bir karar agaci
algoritmasidir. Bu algoritmada en son veya ugta olmayan her bir diigiimde iki adet dal vardir. Hem
Siniflandirma hem de regresyon (sayisal sonug) uygulamalarinda kullanilir. Budama islemi
olusturulan karar agaci yapisina gore degisiklik gosterir.

1.2.3. CHAID Karar Agaci Algoritmasi

Karar agaci CHAID algoritmasi, istatistik tabanli olarak G. V. Kass tarafindan 1980'de
gelistirilmistir. Siniflandirma ve regresyon uygulamalarinda tercih edilir. CHAID algoritmasi,
bagimsiz degiskenlerin, birbirleriyle olan etkilesimini bulan bir tekniktir. CHAID algoritmasi
dallanma kriterinde bagimh degisken kategorik ise iki ya da daha ¢ok grup arasinda fark olup
olmadigini tespit eden Ki-kare testine gore bolme islemini gergeklestirir.

1.2.4. SPRINT Karar Agaci Algoritmasi

SPRINT algoritmasi 1996 yilinda Shafer, Agrawal ve Mehta tarafindan gelistirilip entropiye
dayanmaktadir. SPRINT karar agaclari algoritmasi biiyiik veri kiimeleri igin ideal bir algoritmadir.
Agac yapisinda en iyi dallanma icin her bir degiskene ait 6zellikleri bir kez siraya dizer ve karar
agaci yapisi bu sekilde olusur. Bu algoritmada her bir degisken icin ayn bir degisken listesi
hazirlanir. Bolme iglemi tek bir 6zelligin degerine gore saptanir.

1.2.5. SLIQ Karar Agaci Algoritmasi

SLIQ karar agaci algoritmasi 1996 yilinda Agrawal, Mehta ve Rissanen tarafindan gelistirilmistir.
Bu algoritma Gini teknigi ile nicel ve nitel veri tipleri kullanilabilmektedir. Ayrica verilerin
siralanmasi agamasinda en iyi dallara ayirma teknigini uygulamaktadir. Bu algoritma hizl 6lgiim
yapan bir siniflandiriciya ve hizli aga¢ budama algoritmasina sahiptir.

Diisiin, tartis...

Yapay Zeka’nin karar verme siireglerinde biz insanlari desteklemesi her zaman faydali olur
mu? Olasi riskleri var midir? Sorulara yonelik 6grenci gérusleri sinif ortaminda tartigilabilir
ve bu konuda Web ortamindaki alternatif diistinceler arastirilarak yorumlanabilir.
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2. TASARLA

Ogrenciler, ilk olarak karar agaclari ile piring yaprak hastaliklari degerlendiriimesi problemini
anlar. Sekil 4.2'de gosterilen piring yaprak hastaliklari goriintiisiine gore hastalik tiirlinii modeller.

Sekil 4.2. Piring yaprak hastaligina ait 6rnek gorintii

Ogrenciler Gizelge 4.1'de verilen karar agaclar algoritmasi ile piring yaprak hastaliklari igin giris
cikis parametresini belirler.

Cizelge 4.1. Karar agaglari algoritmasi igin giris ve ¢ikis parametreleri

Veri GIRIS PARAMETRESI GIKIS PARAMETRESI
eri
Sayisi i S,
Piring yaprak hastaliklari goriintiisii Hastalik Tiirii
1
0 (Bakteriyel yaprak
yanikhgr)
2
0 (Bakteriyel yaprak
yanikligi)
40
0 (Bakteriyel yaprak
yaniklig)
41
1 (Kahverengi nokta)
42
1 (Kahverengi nokta)
80
1 (Kahverengi nokta)
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81

2 (Yaprak isi)
82

2 (Yaprak isi)
120

2 (Yaprak isi)

Bu bdliimde hastalara ait 120 adet veri setinde (Kaggle, 2021) piring yaprak hastaliklar goriintiisii
giris parametrelerine gore hastalik tiiri sinifinin karar agaglan algoritmasi ile tahminlenmesi
amaclanmistir.

Egitmene Not

Egitmen, ogrencilere Kaggle, Github gibi agik erigimli internet sitelerinin tiim diinyada veri
seti olarak ortak kullanima acilmis oldugunu agiklar. Bu uygulamada kullanilacak veri seti
Kaggle ortaminda yer aldigi gibi ayni zamanda Github platformuna da eklenmistir. Egitmen
uygulamalarda bu tiir platformlarla etkilesimi vurgular.

VERI SETI iCiN INDIRME LIiNKi

https://www.kaggle.com/vbookshelf/rice-leaf-diseases/download

Egitmene Not

Egitmen, Sekil 4.3'te gosterildigi gibi ogrencilere veri setini anlatirken veri seti indirme
linkinden indirilen verilerin Bacterial leaf blight (Bakteriyel yaprak yanikhidi), Brown spot
(Kahverengi nokta) ve Leaf smut (Yaprak isi) verileri olarak ayri bir sekilde dikkate alindi§ini
anlatir (Bu noktada, anlatilan kodlarla uyumlu olmasi igin indirilen veriler bitki_veri-seti adli
bir klasor altinda toplanabilir).

Yapay Zeka » YApay Zekalise » Haftad » archive » rice_leaf diseases

Ea

kil Ad Degistirme tarihi Tar Boyut
Bacterial leaf blight 24.08,2021 08:50 Dosya klasord
Brown spot 24.08.2021 08:50 Dosya klasard
Leaf smut 24.08.2021 08:50 Dosya klasort

Sekil 4.3. Veri seti klasorleri
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3. HAREKETE GEC

Ogrenciler, ilgili veri seti dosyasini basit bir karar agaglari algoritmast ile piring yaprak hastaliklari
teshisine yonelik tahminleme iglemi yapar. Sekil 4.4'te gosterildigi gibi “veri seti” dosyasini
yiklemek igin gerekli kiitiiphaneleri ve komutlari yazar.

8 Spyder (Python 3.8)

ebug Consoles Projects Tools View Help

e'\Hafta 4\DTR _lise_tarim.py

i =) B T 0 C

™ DR _lise_tarim py

Sekil 4.4. Gerekli kiitiiphaneleri ve komutlarin kod gdsterimi

Egitmene Not

Egitmen, Python programlama dilinde 6., 7. ve 8. satirda kod yazarken veri seti klasorii
konumunun her bir 6grencinin bilgisayarinda farklilik gosterecegini bilir. Bu nedenle
egitmen, ogrencilere Sekil 4.5te gosterildigi gibi veri setinin konum adresini belirlemeyi
ogretir.

— e e e = ===
DSC 0365 DSC 0366 DSC 0367 DSC_D370 DSC 0372 DSC 0373

Sekil 4.5. Veri seti klasor konumu

Ogrenciler Sekil 4.6'da goriildiigii gibi, operating system kiitiiphanesini kullanmak suretiyle, ilgili
klasordeki piring yaprak hastaligi goriintiilerinin okunmasini saglar.
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& Spyder (Python 3.8)
File Edit Search Source Run Debug Consoles Projects Toaols View Help
O&s B % @ =3

\fapay Zeka\fApay Zeka Lise'\Hafta $\DTR _lise_tarim.py

[ DTR_lise_tarim.py

ort numpy as np
rt PIL.Image as img

~t pandas as pd

é.|:|ath.jl::inl:'_.-'-::l,‘F}I for f os.listdir(yol)]

Sekil 4.6. Piring hastalik goriintiilerinin konumlari liste halinde ¢aginmi kod ekrani

Sekil 4.7'de gosterildigi gibi piring yapragi hastalik tiirleri verilerini doniistiirmek icin “klasor_adi”
ve “sinif_adi” parametrelerini iceren “veri_donusturme” isminde bir fonksiyon tanimlar.

15. kod satirinda piring yapragi hastalik tiirleri goriintiilerinin bulundugu klasorlerden tek tek
okumak icin “goruntuler” isminde bir degisken olusturur.

17. Kod satirinda piring yapragi hastalik tiirleri goriintiileri etiketlemek igin “goruntu_sinif”
isminde bos bir dizi olusturur.

18. kod satirda piring yapragi hastalik tiirleri tiim goriintiileri islemek igin bir “for” dongiisi
olugturur.

19. Satirda tiim piring yapradi hastalik tiirleri goriintiileri okunarak “.convert('L’)" ozelligi
kullanilarak gri tonlamali goriintiilere donistiirtliir.

20. Kod satirinda “goruntu_boyutlandirma” degiskeni kullanilarak tiim piring yapragi hastalik
tiirleri goriintiileri “.resize” komutu kullanilarak 28x28 piksel boyutuna kiigiiltiliir.

Egitmen, egitim siirecini hizli bir sekilde gergeklestirmek igin piring yapragi hastalik tiirleri
goriintii boyutunu 28x28 boyutuna diisiirdiigiini 6grenciyle paylasir.

21. Kod satirinda iki boyutlu olan piring yapragi hastalik tiirleri goriintiilerini karar agaglan ile
egitebilmek icin “.flatten” ozelligi kullanilarak goriintiiler 784 elemanli tek boyutlu bir diziye
(vektor) doniistiiriilir.

Egitmene Not

Egitmen, ogrenciye 784 rakamini nasil elde edildigini sorar ve tartisir. 784 rakami 28x28
goriintli boyutuna diistiriilen iki boyutlu bir goriintii dizisinin tek boyuta diisiiriilmesi ile
28x28=784 elde edilir.
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22.-33. kod satirlari arasinda, piring yapragi hastalik tiirleri goriintiileri etiketlenmistir. Etikletleme
isleminde Bacterial Leaf Blight (Bakteriyel Yaprak Yanikligi) hastaligi olanlar “0”, Brown Spot
(Kahverengi Nokta) hastaligi olanlar “1” ve Leaf Smut (Yaprak isi) hastali§i olanlar ise “2"
seklinde etiketlenmistir. lgili lic hastalik haricinde olan goriintiilerde ise etiketleme
yapiimamustir.

35. Kod satirinda ise etiketleme yapilan degisken olan “goruntu_sinif” degiskeni ile etiketleme
islemi tamamlanmistir.

.
s.path.join(yol,f} for in os.listdir{yol)]

f veri_donusturme(klasor_adi,sinif_adi):
goruntuler=dosya(klasor_adi)
goruntu_sinif=[]

goruntu in goruntuler:
goruntu

ueriier=np.append

sinif_adi==" T
reriler=np.ap ntu_donusturme, [1])

f sinif adi==" -
veriler=np.ap ntu_donusturme, [2])}
goruntu_sinif.append{veriler)

1 goruntu_sinif

Sekil 4.7. Veri setindeki metin degerlerinin sayisallastinimasi kod ekrani

Ogrenciler Sekil 4.8'de gosterilen 38. kod satirlarinda “yanik_veri” veri degiskeni ile olugturulmus
durumdaki “veri_donusturme” fonksiyonuna giderek bakteriyel yaprak yanikligi olarak etiketlenen
verileri “yanik_veri” degiskenine aktarir.

39. kod satirinda ise bakteriyel yaprak yanikh@i verileri pandas kiitiiphanesinin “.DataFrame”
ozelligi ile daha sade ve anlasilabilir hale doniistiiriilmiistiir.

Egitmene Not

Egitmen, 6grencilere Pandas’daki iki temel veri yapisi olan, Seriler (1 boyutlu) ve DataFrame
(2 boyutlu)'in, miihendislik gibi birgok alanda siklikla kullanildigini aktanr. Pandas
kiitliphanesi, NumPY'in iizerine insa edilmis bir kiitiphanedir. Maddeler halinde verilen su
islemleri gergeklestirmekte kullanilir (Web Kaynag 4.4):

o Kayip verilerin tespit ve analizini kolaylastirmasi,

e DataFrame'ler kullanilarak biiyiik boyutta siitunlar eklenerek veya kaldinlarak
boyutlarin degistirilmesi,

e Gruplama ozelligi kullanilarak verilerin toplanmasi ve donustiiriilmesi islemlerinde
kolayliklar sunmasi,
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41. ve 42 kod satirlarinda ve 44., 45. kod satirlarinda yazilan kodlar 38. ve 39. kod satirlarinda
bakteriyel yaprak yanikli§i verileri igin yapilan islemler kahverengi nokta ve yaprak isi hastaliklari
icin de gerceklestirilmistir.

47. Kod satirinda ise [38,39], [41,42] ve [44,45] kod satirlarindaki bakteriyel yaprak yanikhd,
kahverengi nokta ve yaprak isi hastalik verileri Pandas kiitiiphanesinin “.concat” ozelligi
kullanilarak birlestirilerek “tiim_veri” dediskenine aktariimistir.

} Spyder (Python 3.8)
ile Edit Search Source Run Debug Consoles Projects Tools View Help

@ = a3

ay Zeka Lise\Hafta 4\DTR._lise_tarim.py

goruntu_sinif.append{veriler)

n goruntu_sinif
yanik_veri=veri_ donusturme(bakteri_yaprak yanik, "bakteri_ yaprak yanik™)
yanik_veri df=pd.DataFrame(yanik_veri)

kahve nokta veri=veri_ donusturme(kahve nokta, "kahve
kahve nokta veri_df=pd.DataFrame(kahve nokta ve

yaprak_isi veri=veri donusturme(yaprak_isi, "yaprak isi")
yaprak_isi veri_df=pd.DataFrame(yaprak_isi v

tum_veri= pd.concat([yanik_veri_df, kahve nokta veri_df,yaprak_isi veri df ])

Sekil 4.8. Piring yapragi hastalik goriintiilerinin etiketlenerek birlestirilmesi
Ogrenciler 50. kod satirinda pandas kiitiiphanesi cagirr.

51. Kod satirinda “sklearn” kiitiiphanesi icerisinde yer alan “DecisionTreeClassfier” ile karar
agagclari algoritmalari ile egitim gerceklestirebilmek igin “sklearn.tree” kiitliphanesini ¢agirir.

52. kod satinnda ise, veri setindeki verileri egitim ve test olarak ayirabilmek igin
“sklearn.model_selection” kiitliphanesinde yer alan “train_test_split” kiitiiphanesini ¢cagirir.

53. Kod satirinda “sklearn” kiitiphanesi igerisinde yer alan “metrics” kiitiiphanesini kullanarak
modeli degerlendirir.

54. Kod satirinda ise, “sklearn.model_selection” kiitiiphanesinde yer alan “GridSearchCV”
algoritmasini ¢agirir.

Egitmene Not

Egitmen, 6grenciye “GridSearchCV” algoritmasi hakkinda bilgi sahibi olup olmadigini sorar
ve tartigir.

“GridSearchCV" algoritmasi modelin hiper parametreleri degistirilerek model dogrulugunu
arttirmak icin kullanilan bir algoritmadir.
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56. ve 57. Kod satirlarinda ise “.flatten” ozelligi ile 784 elemanl tek boyutlu bir vektore
doniistiiriilen goriintiiler “Giris” ve “Cikis” degiskenlerine aktariimistir.

58. satirda ise, veri setindeki egitim ve test verilerini %80 egitim, %20 test olacak sekilde
“test_size=0,2" komutu kullanarak rastgele ayirir. Burada “random_state=109" ifadesi her egitim
tekrarinda alinacak verilerin ayni kalmasini saglar.

\ Kararlar Veren
Makinelerin Cagi!
e
Diigiin, tartis...
Yapay Zeka saglik alaninda basarili teshisleriyle biliniyor... Sizce Yapay Zeka’nin kararlarini
dogrudan uygulamali miyiz yoksa son karar verici insanlar mi olmali? Soruya yonelik 6grenci
gorisleri sinif ortaminda tartisilabilir ve bu konuda Web ortamindaki alternatif diistinceler
arastirilarak yorumlanabilir.

Ogrenciler Sekil 4.10'da gosterildi§i gibi 60. kod satirinda karar agaclar algoritmasini
“DecisionTreeClassifier” siniflandirici ile. model degiskenine aktarir.

Spyder (Python 3.8)
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y\DesktopYapay Zeka\Y Apay Zeka Lise'\Hafta 4\DTR_lise_tarim_hiper.py
TR._lise_tarim.py DTR_lise_tarim_hiper.py

Giris_train, Giris_test, Cikis train, Cikis_test = train_test split(Giris, Cikis, test size=8

agac_parametreleri = { terion®: [ "gint”, “ertr pt B
arama_algoritmasi = GridSearchCV(DecisionTree () £

Sekil 4.10. Karar agaclari modelinin kurulmasi igin kod ekrani

61. Kod satirinda ise piring yaprak hastaligi goriintiilerine gore hastalik tiiriiniin tahmini durumu
icin olusturmus oldugu karar agaclar algoritmasini kullanabilmek i¢in “model.fit" komutunu
yazarak giris egitim verilerine gore ¢ikis egitim verileri icin egitim gergeklestirerek sonucu “clf”
degiskenine aktarir.

62. Kod satirinda ise karar agacglari modelinden elde edilen egitim sonuglarini “Giris_test”
verilerine gore “.predict” 6zelligi ile tahmin edip, sonucu “Cikis_pred” degiskenine aktarir.
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¥ Spyder (Python 3.8)

ile Edit Search Source Run Debug Consoles Projects Tools View Help
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:\Users\Koray\Desktop\Yapay Zeka\YApay Zeka Lise\Hafta 4\DTR _lise_tarim.py

4 DTR_lise_tarim.py

tum_veri= pd.concat([yanik veri df, kahve nokta veri d

-t pandas as pd
1 sklearn.tree import DecisionTreeClassifier
n sklearn.model selection import train_test split
n sklearn import metrics
‘rom sklearn.model selection import GridSearchCV

Giris=np.array(tum veri)[:,:784]
Cikis=np.array(tum veri)[:,784]
Giris_train, Giris test, Cikis train, Cikis_test = tra

model= DecisionTreeClassifier()
clf = model .fit(Giris train,Cikis train)
Cikis pred = clf.predict(Giris test)

Sekil 4.11. Karar agaglar algoritmasinda egitim ve tahminleme islemleri i¢in kod ekrani

5. KARAR VER

5.1. KARAR AGACI MODELIN BASARIM ORANI

Ogrenciler yiiriit agsamasinda egitmis olduklari karar agaclari modeline ait dogruluk sonucunu ve
grafiklerini bu asamada gergeklestirir (ilgili kodun tamami Github platformunda, Hafta 4 altinda
H4_kararagaci_bitki_1.py dosyasi olarak paylasilmis durumdadir). 64. Kod satirinda karar
agaglari modeli ile egitilen piring yapragi hastalik goriintiilerinin tahmin sonuglarini konsol
ekraninda gormek igin kodu yazar.

66. kod satirinda grafik gizmek icin “matplotlib.pyplot” kiitiphanesini ¢agirir.

67. kod satirinda sklearn kiitiphanesinden piring yapragi hastaligi tiir sonuclarini ikili sayi
sistemine kodlamak icin “label_binarize” alt sinifini cagirir.

68. kod satirinda sklearn kiitiphanesinden ROC egrisi ve ROC egrisi altinda kalan alani
hesaplayarak gizebilmek igin “roc, curve, auc” alt sinifini gagirir.

69. kod satirinda, grafikte kullanilacak olan renkleri diziye doniistiirmek icin itertools
kiitiphanesindeki “cycle” alt sinifi cagirilir.

71. ve 72. kod satirlarinin gorevi, hastalik tiirlerine gore kodlama yontemi olugturmaktir. Buna

gore Bacterial Leaf Blight (Bakteriyel Yaprak Yanikhgi) hastali§i olan ve “0” seklinde temsil
edilenler [0,0,1] olarak, Brown Spot (Kahverengi Nokta) hastaligi olan ve “1” seklinde temsil
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edilenler [0,1,0] olarak ve Leaf Smut (Yaprak isi) hastali§i olup “2" seklinde temsil edilenler de
1,0,0] seklinde kodlanir. Bu kodlama yontemi verilerin ROC egrisinde ayri ayri gizilmesini saglar.

EPHSEJyderEE‘y-:thun iﬁ]
ile Edit Search Source Run Debug Consoles Projects Tools View Help
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s=np.array({tum veri}[: 4]
np.array{tum veri)[:
s_train, Giris_tes
model= DecisionTreeCla
clf = model.fit(airi

Cikis pred = clf.predict(Giris

Dogruluk:”,metrics.accuracy score(Cikis_test, Cikis_ pred})

t matplotlib.pyplot as plt
import label binarize
m sklearn.metrics import roc_curve, auc
itertools import cycle

label binari
label binariz

Sekil 4.12. Modelin siniflarinin binary (ikili) kodlanmasi
74. Kod satirinda ise 60x40 boyutunda ve 150 dpi ¢oziiniirliikte yeni bir bog ¢izim penceresi
“plt.figure” komutu ile olusturulur.

75. Kod satirinda ¢alismadaki grafik gizimi igin problemdeki toplam sinif sayisi olan 3 degeri
“n_classes” degiskenine aktarilir.

76-78 kod satirlarinda 80 ve 81. Kod satirlarinda elde edilen degerleri kaydedilebilmek igin “fpr”,
“tpr” ve “roc_auc” sozliikleri tanimlanmistir.

79-80 kod satirlarinda olusturulan sinif sayisi kadar donen for dongiisii (her bir sinif igin ayri ayri)
ile “Cikis_test” verilerine gore “Cikis_pred” ile karsilastiip ROC egrisini cizebilmek igin
“roc_curve” ozelligi kullanilarak yanlis pozitif orani (fpr) , dogru pozitif orani (tpr) degerlerini
hesaplar.

Egitmene Not

Egitmen ogrencilere, yapay zeka ile yapilan siniflandirma uygulamalarinda modellerin
performansini 6lgmek igin dogruluk, kesinlik, duyarlilik, f-puani ve alici isletim karakteristigi
edrisi (Receiver Operating Characteristic-ROC) gibi araglar kullanildigini anlatir. Bu
asamada, siniflandirma modellerinde kullanilan dort farkli durum su sekildedir:

. Dogru Pozitif Orani (tpr): Dogru olarak tahmin edilen pozitif siniflarin sayisi,
. Dogru Negatif Orani (tnr): Dogru olarak tahmin edilen negatif siniflarin sayisi,
. Yanlis Pozitif Orani (fpr): Yanlis olarak tahmin edilen pozitif siniflarin sayisi,
o Yanlis Negatif Orani (fnr): Yanls olarak tahmin edilen negatif siniflarin sayisi.
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81. Kod satirinda ise her bir sinif igin ayri ayri metrics kiitliphanesinin “auc” 6zelligini kullanarak
yanls pozitif orani (fpr), dogru pozitif orani (tpr) degerlerini hesaplayarak “roc_auc” sozliigiine
aktarir.

82. kod satirinda ise, olusturulan her bir sinif igin gizim renkleri belirlenmistir. Bacterial leaf blight
(Bakteriyel yaprak yanikligi) hastali§i olanlar “0” i¢in mavi, Brown spot (Kahverengi nokta)
hastaligi olanlar ise “1” igin kirmizi ve Leaf smut (Yaprak isi) hastaligi olanlar ise “2” i¢in yesil
renkler belirlenmistir.

83-86. kod satirlarinda ise sinif sayisi kadar galisan for dongiisii sayesinde, her bir sinifa yonelik
ROC egrileri “plt.plot” komutu ile (farkli renkler kullanmak suretiyle) gizilmistir.

Ogrenciler, 87-93. satirlar arasinda ROC egrisi cizimine yonelik komutlari yazar. Buna gére, egrinin
bashdi, yanlis pozitif oranin (fpr) dogru pozitif oranina (tpr) gore gizimi ve etiketlenmesi, hangi
renkte ¢izilecegi, hangi sayisal aralikta gizilecedi ve x-y eksen isimleri ¢esitli parametreler
yardimiyla belirtilir.

Spyder (Pythan 3.8)
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i DTR_lise_tarim.py™
1 sklearn.preprocessing import label binarize

sklearn.metrics import roc_curve, auc
itertools import cycle

Cikis test = label binarize(Cikis test, classes=[8, 1, 2])
Cikis pred = label binarize(Cikis pred, classes=[@8, 1, 2])

fpr = «
tpr

moC_aug
E

i classes):
fpr[i], tpr[i], _ = roc_curve(Cikis test[:, i], Cikis pred[:, i])
roc_auc[i] = auc(fprii], tprlil)
colors = cycle([ blue®, 'red', ‘gree
for i, celor in zip :(n_classes), colors):
plt.plot(fpr[i], tpr[i], color=color,
label=" {8
"t . Fformat(i, roc_auc
.plUt{[@, 1]1 [EJ 1]1 'ﬁ__'}
.xlim([-©.85, 1.8])

.ylabel( "7
.legend(loc="
.show()

Sekil 4.13. ROC egrisinin gizimi igin kod ekrani
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Ogrenciler detaylar takip eden satirlarda agiklanan piring yapragi hastaligi tiiriinii karar agaclari
algoritmasi ile tahminleme 6rnegi icin Python kodlarini yazar. Ogrenciler hazirlamis olduklari
Python kodlarini galistirdiklarinda Sekil 4.14'te ve Sekil 4.15'te gosterildigi gibi ROC egrisini ve
modelin basarisini (dogruluk orani) goriirler. Ogrenciler karar agaclar algoritmasi kullanarak 100
goriintii icerisinde 66 goriintiiniin dogru basarim orani (%66) ile tahminlendigini goriirler.

Egitmene Not

Egitmen, Sekil 4.14'te gosterildigi gibi ogrenciye ¢alisma karakteristik egrisi (Receiver
Operating Characteristic-ROC) hakkinda agiklama yapar.

ROC Egrisi

Mukemmel Siniflandirma

Dogru Pozitif Orani

]
0.0 0.2 o4 c::,g 0.8 1.0
Yanhs Pozitif Orani

Sekil 4.14. ROC Egrisi gosterimi
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Sekil 4.15. Model basarisi egrisi
' i ' Console 3/A . 4
Python 3.8.5 (default, Sep 3 :88) [MSC v.
1916 64 bit (AMDG
Type “copyright™, “credits" or "license™ for more
information.
IPython 7.19.8 -- An enhanced Interactive Python.
Sekil 4.16. Model basarisi sonucu
Biliyor musunuz?

Karar Agaclari, Yapay Sinir Aglar ile Yapay Zekd’nin Makine Ogrenmesi alani
kapsamindaki en eski tekniklerinden biridir. Tabi ki birgok teknik gibi bu teknik de
zamanla birgok gesitlere ayrilmig ve giincelligini yitirmemistir.
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at A

Diinyadan Haberler

Yapay Zekdyla COVID19 (Koronaviriis) Teghisi

COVID19 pandemisinin bagladigi glinden bu yana en biiylik problemlerden biri de
PCR testlerinde bazen %60’lara varan oranda yalanci negatif sonuglarin ¢ikmasi oldu.
Turkiye’de bu sorun biyik 6lglide, belirtisi olan ama PCR’I negatif olan hastaya,
bilgisayarli tomografi (BT) ile kesin tani konarak asildi. Ancak radyologlarin “insan
gozliyle” onlarca akciger BT gorlintlisiinii okuyup raporlamasi, binlerce hastanin s6z
konusu oldugu bir salginda, saglik ¢alisanlarina ekstra yiik de getirdi.

Pandeminin basladigi ilk giinlerden itibaren yapay zeka ile hastaligin teshisi icin
calismalara basladiklarini sdyleyen istanbul il Saghk Muidurligi Gorintileme
Hizmetleri Koordinatérliigi, Saghk Bilimleri Universitesi ve Ankara Universitesi
Teknokentleri is birligi ile akciger tomografisinden COVID19 teshisini birkag saniye
icinde "ylizde 99,9 dogrulukla" koyabilen yapay zeka gelistirildi (Web Kaynagi 4.5).

N /

PYTHON KODLARI (Dogruluk %66,6):

import numpy as np

import PIL.Image as img

import os

import pandas as pd
bakteri_yaprak_yanik="bitki_veri-seti/rice_leaf_diseases/Bacterial leaf blight/"
kahve_nokta="bitki_veri-seti/rice_leaf_diseases/Brown spot/"

yaprak_isi="bitki_veri-seti/rice_leaf_diseases/Leaf smut/"

def dosya(yol):
return [os.path.join(yol,f) for f in os.listdir(yol)]

def veri_donusturme(klasor_adi,sinif_adi):
goruntuler=dosya(klasor_adi)

goruntu_sinif=|]

for goruntu in goruntuler:
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goruntu_oku= img.open(goruntu).convert('L")
gorunu_boyutlandirma=goruntu_oku.resize((28,28))
goruntu_donusturme=np.array(gorunu_boyutlandirma).flatten()
if sinif_adi=="bakteri_yaprak_yanik":

veriler=np.append (goruntu_donusturme, [0])

elif sinif_adi=="kahve_nokta":

veriler=np.append (goruntu_donusturme, [1])

elif sinif_adi=="yaprak_isi":

veriler=np.append (goruntu_donusturme, [2])

else:
continue
goruntu_sinif.append(veriler)

return goruntu_sinif

yanik_veri=veri_donusturme(bakteri_yaprak_yanik,"bakteri_yaprak_yanik")

yanik_veri_df=pd.DataFrame(yanik_veri)

kahve_nokta_veri=veri_donusturme(kahve_nokta,"kahve_nokta")

kahve_nokta_veri_df=pd.DataFrame(kahve_nokta_veri)

yaprak_isi_veri=veri_donusturme(yaprak_isi,"yaprak_isi")

yaprak_isi_veri_df=pd.DataFrame(yaprak_isi_veri)
tum_veri= pd.concat([yanik_veri_df, kahve_nokta_veri_dfyaprak_isi_veri_df ])
import pandas as pd

from sklearn.tree import DecisionTreeClassifier

from sklearn.model_selection import train_test_split
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from sklearn import metrics

from sklearn.model_selection import GridSearchCV

Giris=np.array(tum_veri)[;,:784]
Cikis=np.array(tum_veri)[:,784]
Giris_train, Giris_test, Cikis_train, Cikis_test = train_test_split(Giris, Cikis,

test_size=0.2, random_state=109)

model= DecisionTreeClassifier()
clf = model.fit(Giris_train,Cikis_train)

Cikis_pred = clf.predict(Giris_test)
print("Dogruluk:",metrics.accuracy_score(Cikis_test, Cikis_pred))

import matplotlib.pyplot as plt
from sklearn.preprocessing import label_binarize
from sklearn.metrics import roc_curve, auc

from itertools import cycle

Cikis_test = label_binarize(Cikis_test, classes=[0, 1, 2])

Cikis_pred = label_binarize(Cikis_pred, classes=[0, 1, 2])

plt.figure(figsize=(60, 40),dpi=150)

n_classes=3

fpr = dict()

tpr = dict()

roc_auc = dict()

foriin range(n_classes):
fprli], tprlil, _ = roc_curve(Cikis_test[:, i], Cikis_pred[:, i])
roc_aucli] = auc(fprlil, tprli])

colors = cycle(['blue’, 'red’, 'green’])
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for i, color in zip(range(n_classes), colors):
plt.plot(fprli, tprlil, color=color,
label=" {0} Sinifina ait ROC egrisi (AUC = {1:0.2f})'
" format(i, roc_aucli]))
plt.plot([0, 1], [0, 1], 'k--")
plt.xlim([-0.05, 1.0])
plt.ylim([0.0, 1.05])
plt.xlabel('False Positive Rate')
plt.ylabel('True Positive Rate')
plt.legend(loc="lower right")
plt.show()

5.2.MODELiN BASARIM ORANININ YUKSELTILMESI

Onceki uygulamada elde edilen basarim oranini yiikseltmek icin kod iizerinde birtakim
giincellemeler gerceklestirilir (ilgili kodun tamami Github platformunda, Hafta 4 altinda
H4_kararagaci_bitki_2-h.py dosyasi olarak paylasiimis durumdadir.). Ogrenciler 60. kod satirinda
“gini” ve “entropy” kriterlerine gore karar agaclarn algoritmasinda maksimum derinlik
“max_depth” ozelligi 2 ile 150 arasinda sekiz (8) farkli deger alarak sonuglar
“agac_parametreleri” sozliigline aktanimistir. Burada “gini” ve “entropy” kriterleri sekiz farkl
maksimum derinlik degeri i¢in toplam onalti kez egitilmistir. Maksimum derinlik degerinin 2 ile
150 arasinda sinirlandirilmasinin nedeni agag yapisinin karmasik bir yapiya doniismeden egitimin
hizli bigimde gergeklestiriimesini ve over fitting'i (asir 6grenme) engellemektir.

Ogrenciler 61. kod satirinda ise, GridSearchCV algoritmasi kullanilarak “agag_parametreleri”
sozlliglinde yer alan verileri 12 pargaya ayrirarak (yani biitiin veri %100 olarak kabul edilirse,
verileri rastgele %0-8, %9-17, .., %93-100 oranlarinda pargalara bdlerek) en iyi sonucu veren
parametre degerleri karar agaglari algoritmasinin egitiminde kullanihr.

§8 Spyder (Python 2.8)
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Giris train, Giris_test, Cikis train, Cikis_test = train_test split(Giris, Cikis, test size=8§|

agac_parametreleri = {‘criterion’:[ ‘gini’, ‘entropy '], 'max depth’:[2,5,!
arama_algoritmasi = Gr rchCV(DecisionTreeClassifier(), agac_parame

Sekil 4.17. Karar agaci hiper parametrelerin tanimi ve GridSearchCV algoritmasinin uygulanmasi
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Ogrenciler Sekil 4.18'de gosterildii gibi 63. Kod satirinda piring yapragi hastali§ goriintiilerine
gore hastalik tirliniin tahmini durumu igin olusturmus oldugu karar agaclar algoritmasini
kullanabilmek igin “arama_algoritmasi.fit” komutu yazarak giris egitim verilerine gore ¢ikis
egitim verileri igin egitim gergeklestirir.

64. kod satirinda ise, GridSearchCV algoritmasinin “.best_params_" 6zelligini kullanilarak en iyi
hiper parametreleri “en_iyi_parametreler” degiskenine aktarir.

65. Kod satirinda ise GridSearchCV algoritmasindaki en iyi hiper parametreleri konsol ekrana
yazdinr.

i File Edit Search Source Run Debug Consoles Projects Tools View Help

= O m = o) ™

\fapay Zeka\YApay Zeka Lise\Hafta $\DTR_lise_tarim_hiper .py

:.- DTR_lise_tarim.py DTR_lize_tarim_hiper.py

Giris train, Giris test, Cikis train, Cikis test = train_test split(Giris, Cikis, test size

agac_parametreleri = { =rion ' :[ ‘gini’, 'en
arama_algoritmas earchCV(Decisio

arama_algoritmasi.fit(Giris_train,Cikis_train)

en iyi parametreler=arama_algoritmasi.best params_

print{“en iyi parametreler: \n",en _iyi parametreler)

Sekil 4.18. GridSearchCV algoritmasi ile karar agaclari modeli igin en uygun belirlenen hiper
parametrelerin belirlenmesi kod ekrani

Ogrenciler Sekil 4.19'da gosterildigi gibi 68. Ve 69. Kod satirinda belirlenen kriterler (Gini, Entropy)
ve maksimum derinlik (max_depth) parametrelerine gore karar agaglari modeli olusturur.

70. Kod satirinda ise piring yapragi hastaligi goriintiilerine gore hastalik tiiriiniin tahmini durumu
icin olusturmus oldugu karar agaclan algoritmasini kullanabilmek igin “model.fit" komutu
yazarak giris egitim verilerine gore ¢ikis egitim verileri icin egitim gergeklestirip sonucu “clf”
degiskenine aktarir.

72. Kod satininda ise karar agaglari modelinden elde edilen egitim sonuclarini “Giris_test”
verilerine gore “.predict” 0zelligi kullanarak tahmin edip, sonucu “Cikis_pred” degiskenine
aktarir.
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@ Spyder (Python 3.3)

File Edit Search Source Run Debug Consoles Projects Tools View Help

ECHE (N

agac_parametreleri
arama_algoritmasi = Gri

arama_algoritmasi.fit(Giris train,Cikis train)
en_iyi parametreler=arama_algoritmasi.best params_

print(“en iyi paraometreler: \n",en_iyi parametreler}

model = DecisionTreeClassifier(criterion=en_iyi parametrele
max_depth=en_iyi parametreler["

clf = model.fit(Giris_train,Cikis train)
Cikis pred = clf.predict(Giris_test)

Sekil 4.19. Karar agaglar algoritmasinda egitim ve tahminleme islemleri i¢in kod ekrani

PYTHON KODLARI (Dogruluk %77,7):

import numpy as np
import PIL.Image as img
import os

import pandas as pd
bakteri_yaprak_yanik="bitki_veri-seti/rice_leaf_diseases/Bacterial leaf blight/"
kahve_nokta="bitki_veri-seti/rice_leaf_diseases/Brown spot/"

yaprak_isi="bitki_veri-seti/rice_leaf_diseases/Leaf smut/"

def dosya(yol):
return [os.path.join(yol,f) for f in os.listdir(yol)]

def veri_donusturme(klasor_adi,sinif_adi):

goruntuler=dosya(klasor_adi)

goruntu_sinif=[]



4. Bolim: Karar Agaclari ile Tutarli Kararlar

for goruntu in goruntuler:
goruntu_oku= img.open(goruntu).convert('L")
gorunu_boyutlandirma=goruntu_oku.resize((28,28))
goruntu_donusturme=np.array(gorunu_boyutlandirma).flatten()
if sinif_adi=="bakteri_yaprak_yanik":

veriler=np.append (goruntu_donusturme, [0])

elif sinif_adi=="kahve_nokta":

veriler=np.append (goruntu_donusturme, [1])

elif sinif_adi=="yaprak_isi":

veriler=np.append (goruntu_donusturme, [2])
else:

continue
goruntu_sinif.append(veriler)

return goruntu_sinif

yanik_veri=veri_donusturme(bakteri_yaprak_yanik,"bakteri_yaprak_yanik")

yanik_veri_df=pd.DataFrame(yanik_veri)

kahve_nokta_veri=veri_donusturme(kahve_nokta,"kahve_nokta")

kahve_nokta_veri_df=pd.DataFrame(kahve_nokta_veri)

yaprak_isi_veri=veri_donusturme(yaprak_isi,"yaprak_isi")

yaprak_isi_veri_df=pd.DataFrame(yaprak_isi_veri)
tum_veri= pd.concat([yanik_veri_df, kahve_nokta_veri_dfyaprak_isi_veri_df ])

import pandas as pd

from sklearn.tree import DecisionTreeClassifier
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from sklearn.model_selection import train_test_split
from sklearn import metrics

from sklearn.model_selection import GridSearchCV

Giris=np.array(tum_veri)[;,:784]
Cikis=np.array(tum_veri)[:,784]
Giris_train, Giris_test, Cikis_train, Cikis_test = train_test_split(Giris, Cikis,

test_size=0.3, random_state=109)

agac_parametreleri =
{'criterion':['gini','entropy'],'max_depth':[2,5,10,20,30,90,120,150]}
arama_algoritmasi = GridSearchCV(DecisionTreeClassifier(), agac_parametreleri,
cv=12)

arama_algoritmasi.fit(Giris_train,Cikis_train)

en_iyi_parametreler=arama_algoritmasi.best_params_
print("en iyi parametreler: \n",en_iyi_parametreler)

model = DecisionTreeClassifier(criterion=en_iyi_parametreler["criterion"],

max_depth=en_iyi_parametreler['max_depth"])

clf = model.fit(Giris_train,Cikis_train)

Cikis_pred = clf.predict(Giris_test)
print("Dogruluk:",metrics.accuracy_score(Cikis_test, Cikis_pred))
import matplotlib.pyplot as plt

from sklearn.preprocessing import label_binarize

from sklearn.metrics import roc_curve, auc

from itertools import cycle



Cikis_test = label_binarize(Cikis_test, classes=[0, 1, 2])

Cikis_pred = label_binarize(Cikis_pred, classes=[0, 1, 2])

plt.figure(figsize=(60, 40),dpi=150)
n_classes=3
fpr = dict()
tpr = dict()
roc_auc = dict()
foriin range(n_classes):
fprli], tprlil, _ = roc_curve(Cikis_test[:, i], Cikis_pred[:, i])
roc_aucli] = auc(fpr[il, tprli])
colors = cycle(['blue’, 'red', 'green’])
for i, color in zip(range(n_classes), colors):
plt.plot(fprli], tprlil, color=color,
label=" {0} Sinifina ait ROC egrisi (AUC = {1:0.2f})'
" format(i, roc_aucli]))
plt.plot([0, 1], [0, 1], 'k--")
plt.xlim([-0.05, 1.0])
plt.ylim([0.0, 1.05])
plt.xlabel('False Positive Rate')
plt.ylabel('True Positive Rate')
plt.legend(loc="lower right")

plt.show()

4. Bolim: Karar Agaclari ile Tutarli Kararlar




4. Bolim: Karar Agaclari ile Tutarli Kararlar

1.0 1
0.8 1
(]
L
o 0.6
=
E
S 0.4
|_
0.2 1 e — 0 Sinifina ait ROC egrisi (AUC = 0.88)
,,/ —— 1 Sinifina ait ROC egrisi (AUC = 0.85)
’," —— 2 Sinifina ait ROC egrisi (AUC = 0.82)
0.0 f T T T T
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Sekil 4.20. ROC egrisi
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Sekil 4.21. Karar agaclari modelin en iyi kriterler ve maksimum derinlik hiper parametrelerine
gore dogruluk orani

Egitmene Not

Karar agaclar algoritmasi ile egitimi esnasinda modellerin dogruluklari birbirinden farkh
degerler ¢ikabilir. Birbirinden farkli degerler ¢cikmasi genellikle veri seti ile ilgili bir durumdur.
Kod satirinda yer alan “random_state=109" kod satirinda 109 rakamini degistirerek (6rnegin “0”,
“1”, vs.) modelin dogrulugunun dedgistiginiz gozlemleyiniz ve tartisiniz. Egitmen, en yiiksek
dogrulugu elde edilinceye kadar modeli egitebilir.

6. ILAVE ETKINLIK

Sekil 4.22'de gosterildigi gibi orman yanginlarindaki goriintiilerde yer alan duman veya yangin
gorintiilerine gore orman yangininin olup olmadigini karar agaglari algoritmasi kullanarak
tahminleyen modeli kurunuz (Bu modelin ormanlari tarayan bir drone igerisine entegre edilecegini
diistiniin. (ilgili uygulamanin kodu Github platformu Hafta4 klasorii altinda H4_kararagaci_orman-
yangini.py dosyasi ile paylasilmis durumdadir.)
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Sekil 4.22. Orman yangini goriintiisii

VERI SETi iGiN INDIRME LiNKi
https://github.com/aiformankind/wildfire-dataset/archive/refs/heads/master.zip

Egitmene Not
Egitmen, ilgili indirme linkinden veri setini indirir. Cizelge 4.2'de gosterildigi gibi negative (yangin
olmayan goriintiiler) ve positive (yangin olan goriintiiler) isimli dosyayi ilave etkinlikte
kullanilmak iizere 6grencilere verir. Egitmen, dgrencilere veri setinde yer alan giris parametresi
goriintiilere gore ¢ikis parametresi olan yangin yok ise negatif (0), yangin var ise pozitif (1) sinifi
temsil ettigini anlatir (Burada anlatilan kodlara uyum saglamak igin ilgili veriler, orman-yangini

adli bir klasor altinda tutulabilir.).

Cizelge 4.2. Veri setinin giris ¢ikis parametreleri

Veri
Sayisi

GiRIS PARAMETRESI

GIKIS PARAMETRESI

Goriintl

Yangin olup olmadig

0 (Negatif)
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2
0 (Negatif)
97
0 (Negatif)
98
1 (Pozitif)
;02
1 (Pozitif)
PYTHON KODLARI:

import numpy as np
import PIL.Image as img
import os

import pandas as pd
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duman_yangin_yok="orman-yangini/negative/"

duman_yangin_var="orman-yangini/positive/"

def dosya(yol):
return [os.path.join(yol,f) for f in os.listdir(yol)]

def veri_donusturme(klasor_adi,sinif_adi):
goruntuler=dosya(klasor_adi)

goruntu_sinif=(]

for goruntu in goruntuler:
goruntu_oku= img.open(goruntu).convert('L")
gorunu_boyutlandirma=goruntu_oku.resize((28,28))
goruntu_donusturme=np.array(gorunu_boyutlandirma).flatten()
if sinif_adi=="yok":

veriler=np.append (goruntu_donusturme, [0])

elif sinif_adi=="var":

veriler=np.append (goruntu_donusturme, [1])
else:

continue
goruntu_sinif.append(veriler)

return goruntu_sinif

duman_yangin_yok_veri=veri_donusturme(duman_yangin_yok,"yok")

duman_yangin_yok_df=pd.DataFrame(duman_yangin_veri_yok)
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duman_yangin_var_veri=veri_donusturme(duman_yangin_var,"var")

duman_yangin_var_df=pd.DataFrame(duman_yangin_var_veri)
tum_veri= pd.concat([duman_yangin_yok_df, duman_yangin_var_df])

import pandas as pd

from sklearn.tree import DecisionTreeClassifier
from sklearn.model_selection import train_test_split
from sklearn import metrics

from sklearn.model_selection import GridSearchCV

Giris=np.array(tum_veri)[;,:784]
Cikis=np.array(tum_veri)[:,784]
Giris_train, Giris_test, Cikis_train, Cikis_test = train_test_split(Giris, Cikis,

test_size=0.2, random_state=1)

agac_parametreleri =
{'criterion':['gini','entropy'],'max_depth':[2,5,10,20,30,90,120,150]}

arama_algoritmasi = GridSearchCV(DecisionTreeClassifier(), agac_parametreleri,
cv=>5)

arama_algoritmasi.fit(Giris_train,Cikis_train)
en_iyi_parametreler=arama_algoritmasi.best_params_

print("en iyi parametreler: \n",en_iyi_parametreler)

model = DecisionTreeClassifier(criterion=en_iyi_parametreler["criterion"],

max_depth=en_iyi_parametreler['max_depth"])

clf = model.fit(Giris_train,Cikis_train)
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Cikis_pred = clf.predict(Giris_test)

print("Dogruluk:",metrics.accuracy_score(Cikis_test, Cikis_pred))

import matplotlib.pyplot as plt

fpr, tpr, threshold = metrics.roc_curve(Cikis_test, Cikis_pred)
roc_auc = metrics.auc(fpr, tpr)

plt.title('ROC egrisi')

plt.plot(fpr, tpr, 'b', label = 'AUC = %0.2f' % roc_auc)
plt.legend(loc = 'lower right')

plt.plot([0, 1], [0, 1],'r--")

plt.xlim([0, 1])

plt.ylim([0, 1])

plt.ylabel('True Positive Rate')

plt.xlabel('False Positive Rate')

plt.show()
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Cizelge 4.23. ROC egrisi sonucu
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4 ' Console 1/A

runfile( '

a Or

en iyi parametreler:
{‘criterion’: ‘eini’. ‘'mex _depth’: 18}
Dogruluk: @.836B655737704918

Cizelge 4.24. Dogruluk degeri sonucu

Egitmene Not

Egitmen, bu hafta egitimine yonelik dgrencilerin ilgisini arttirmak ve yeni 6grenilen bilgileri
onceden ogrenilen bilgiler ile karsilastirmalarin saglamak i¢in asagida maddeler halinde
verilen sorular tartisir.
e lgili haftada ele alinan yapay zeka uygulamalarina uygun ornek veri setleri neler
olabilir?
e lgili haftada ele alinan veri setlerinin yapay zeka teknik ve kiitiiphanelerinde ne
derecede basarim etkisi olmustur?
e llgili haftada 6gretilen yapay zeka teknigi ile uyumlu ve uyumsuz olabilecek agik
erisimli veri seti gesitleri sunan (kaagle, github vs.) internet sitelerinden elde
edilecek farkli veri gesitleri ile yapay zeka teknigi uyumlulugunu sorar.

Egitmene Not
Egitmen, 6grencilerin 3. ve 4. Hafta icerisinde elde ettikleri bilgi-becerileri degerlendirmek,
aktif katilimlarini saglamak ve onlari gelecek haftalara motive etmek icin ‘Kahoot’
uygulamasini ya da benzeri bir Web 2.0 uygulamasini kullanarak ‘bilgi yarigmasr’
diizenleyebilir.

3. ve 4. Hafta baglaminda sorulabilecek sorular; Python ile Makine Ogrenmesi temel ¢oziim
siirecleri, Bayes Ogrenmesi temelleri/uygulamalari ve Karar Agaglari temelleri/uygulamalari
yoniinde olabilir.

Kaynakca
SPSS. (1999). AnwerTree Algorithm Summary, SPSS White Paper, USA.

Web Kaynagi 4.1: https://erdincuzun.com/makine_ogrenmesi/decision-tree-karar-agaci-id3-
algoritmasi-classification-siniflama/
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Web Kaynagi 4.2: https://www.datasciencearth.com/underfitting-ve-overfitting/

Web Kaynag 4.3: https://www.webtekno.com/avustralya-mahkeme-yapay-zeka-mucit-
olabilecegini-onayladi-h113004.html

Web Kaynagi 4.4: https://teknoloji.org/pandas-nedir-nasil-kullanilir-python-kutuphanesi/

Web Kaynagi 4.5: https://www.cnnturk.com/video/turkiye/yapay-zekayla-koronavirus-teshisi

100




5. Boliim: Yapay Sinir Hiicresi ve Yapay Sinir Aglari

5. Hafta: Yapay Sinir Hucresi ve Yapay Sinir Aglari

On Bilgi:

e Yapay sinir aglan temelleri, Cok katmanli algilayict modeli, Alternatif yapay sinir aglar
modelleri, Yapay sinir aglari ile duygu tanima uygulamasi

e Python kodlamada ddngiiler, fonksiyonlar ve kiitiiphane yapilarinin kullanimi (Bu konuda
Python anlatim videolari: 10-11. Dongiiler, 13. Fonksiyonlar, 14-16. Python kiitliphaneleri
serisi yardimci arag olarak kullanilabilecektir).

Haftanin Kazanimlari:

o Ogrenciler, yapay sinir aglar temel yapisini kavrar.

o Ogrenciler, yapay sinir aglari ile insan beyninin 6§renme yapisini modelleyerek uygular.

o Ogrenciler yapay sinir aglari ile matematiksel modelleme denklemlerini yorumlamayi
kavrar.

o Ogrenciler yapay sinir aglari ile bina enerji verimlili§i sistemini modelleme ve ¢ziim
iiretme yetenekleri kazanir.

o Ogrenciler, yapay sinir aglar iizerindeki bagimli degisken, bagimsiz degisken, agirlik
degeri ve bias terimlerini kavrar.

e Ogrenciler Python programlama dilini kullanarak bina enerji verimliligi icin program
kodunu yazabilir.

e Ogrenciler Python programlama dilinde yapay zekd modelleri icin hazirlanan keras

kiitiphanesinin fonksiyonlarini kullanma yetenegi kazanir.

Ogrenciler, bina enerji verimliligine ait verileri giris ve ¢ikis parametresine gore belirler.

Ogrenciler yapay sinir aglarinda veriye uygun model tasarlar, analiz eder ve modeli eitir.

Ogrenciler test verileri iizerinde modeli degerlendirerek yorumlar.

YSA modeli ile bina enerji verimliligi igin konsol ekraninda %82 ve %77 olarak yiiksek bir

basarim orani ile model olusturma yetenegi kazanir.

e Yapay Sinir Aglari ile farkli verilerle yanlis 6§grenmenin gergeklesip gerceklesmeyecegini
kavrar.

e Tiirkiye'de 2021-2025 yillari Ulusal Yapay Zeka Stratejisi hakkinda bilgi sahibi olur.

Haftanin Amaci:

Bu haftanin amaci, “yapay sinir aglan” kavraminin tiim 6grenciler tarafindan dogru bir sekilde
anlasiimasini saglamaktir. Haftanin bir diger amaci, yapay sinir aglarinin kullanildigi farkl
ornekler ile ogrencilerin dikkatini cekmek ve etkinliklere yonelik ilgilerini artirmaktir. Ayrica,
ogrenciler Python programlama dili kullanarak yapay sinir aglari ile 6rnek modelleme ve
¢oziim Uretme yetenekleri kazandinlacaktir.

Kullanilacak Malzemeler:
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Bilgisayar, kagit, kalem, Python kod editorii, ornekler igin ¢ikti gorselleri
Haftanin islenisi:

Algila: Ogrenciler yapay sinir aglar teknigi baglamindaki temel kavramlari tanimlayip
yorumlayabilir.

Tasarla: Ogrenciler yapay sinir aglari ile bina enerji verimlilijine tanima probleminin giris ve
ctkis  parametrelerini  tasarlayabilir. ~ Bu  hafta  icin  Github  platformu
(https://qgithub.com/deneyapyz/lise/) ile etkilesim Tasarla agamasi ile baslatilabilmektedir.

Harekete Geg: Ogrenciler Python programlama dili ile veri setindeki gériintii degerlerini
sayisallastirip egitim ve test verilerini ayirip yapay sinir aglari tabanl modeller kurabilir.

Yiiriit: Eitmen, 6grenciler ile etkilesimli olarak yapay sinir aglar modelini egitir ve bina enerji
verimliligi sistemi igin sonuclari elde eder. Ogrenciler ise yapay sinir aglar odaginda genel
model tasarimi ve ¢oziim Ulretme siireclerine yonelik kodlama ve yiirlitme islemlerini
gerceklestirebilir.

Karar Ver: Ogrenciler alternatif yapay zekd modelini diizenleyerek / kodlayarak ¢oziim
iretebilir.

1. ALGILA
1.1. Yapay Sinir Aglar Temelleri

Egitmene Not

Egitmen, oOdgrencilere “sibernetik”, “yapay sinir aglan”, “modelleme” “aktivasyon
fonksiyonu” “yapay sinir aglari katmanlari” ve “noron” kavramlari hakkinda bilgi sahibi olup
olmadiklarini sorar ve tartisir. Boylece 6grencilerin konuya dikkatini ceker.

Canlilarin davranislarini inceleyerek, matematiksel olarak modelleyip, benzer yapay modellerin
iretilmesine “sibernetik” denir. Egitilebilir, adaptif, kendi kendine organize olup 6grenebilen ve
degerlendirme yapabilen yapay sinir aglan ile insan beyninin 6grenme yapisinin modellenmesi
amaclanmistir. Bu bakimdan Yapay Sinir Aglan teknigi, icerisindeki esnek matematiksel yapi
sayesinde, Yapay Zeka'nin en giiclii teknigi olma unvanini elinde tutmaktadir. Yapay sinir aglari
vasitasiyla tipki insanoglunda oldugu gibi makinelerin egitilmesi, 6grenmesi ve karar vermesi
amaglanmaktadir. Sekil 5.1°de insan sinir hiicresinin (nron) 6rnek gorseli verilmistir.

Egitmene Not

Egitmen, ogrencilere Sekil 5.1'de verilen insan sinir hiicresinin yapisini, calisma prensibini
ve Ozelliklerini detayh bigimde anlatarak aciklar.
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Hiicre gdvdesine
dogru tasinan impulslar

Dentritler Akson dallan

Akson
baglantilan

Hiicre govdesinden
tasinan impulslar

Hicre govdesi

Sekil 5.1. insan sinir hiicresinin yapisi

Sekil 5.2°'de gosterildigi gibi Yapay sinir aglar insan sinir hiicrelerine benzer bir yapida giris
degerlerine gore (x0, x1, x2 vs.) agirliklar belirlenip (w0, w1, w2,..vs. ) carpilarak elde edilen
sonuglarin toplanmasi ilkesine dayanmaktadir. Yine yapay sinir aglarinda sabit bir bias degeri de
kullanilabilmekte; bu deger ile aktivasyon fonksiyonlarinin siniflandirma ya da regresyon
yoniindeki hesaplamalari yonlendirilebilmektedir.

Egitmene Not

Egitmen, Yapay Sinir Aglari teknigindeki temel manti§, iizerinde ¢ok ¢alistigimiz bir konuyu
pekistirme yaptik¢a hatirlamamizi saglayan, beyin hiicreleri arasindaki artan elektriksel yiike
benzeterek somutlastirmaya calisir. Bu noktada iizerinde c¢ok diisiinilmeyen konularin
hiicreler arasi elektriksel yiiklerin azalmasi nedeniyle unutulacagini da ifade eder. Yine beyin
hiicreleri arasindaki elektriksel baglarin, Yapay Sinir Aglar icerisindeki hiicrede agirlk
degerleriyle karsilandigini aciklayarak, dogal ve yapay sinir hiicresi arasi esin kaynaklarini

irdeler.
Zo wo
Noron aksonu [Giri;]." Sinap
WX

Dentrit

Hiicre govdes F (E WiT; + b)
w1 $
> Ew,—_mi + b |f -
: Cikis aksonu (Cikis)
Aktivasyon
Wo T fonksiyonu

Sekil 5.2. Temel yapay sinir hiicresinin matematiksel modeli
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Temel bir yapay sinir agi modelinin matematiksel denklemi Sekil 5.3'te verilmistir. Burada;

e y: x'e bagh bagimli degisken olup, giris parametrelerine gore modelden elde edilen
dogruluk sonucunu verir.

e Xx:Bagimsiz girig parametresidir.

e w: Her bir giris parametresinin agirhk degeridir.

e Db: Sabit bir bias degeridir.

Yapay sinir agi modellerinde w ve b parametreleri degistirilerek en iyi dogruluk sonucu elde
edilinceye kadar model egitilir.

Sekil 5.3. Yapay sinir aglarinin matematiksel denklemi

Egitmene Not

Egitmen dilerse farkli kaynaklardan yapay sinir aglarinin matematiksel gosterimi ile ilgili
daha detayli bilgileri 6grencilerle paylasabilir.

1.2. Tek ve Cok Katmanlh Yapay Sinir Agi Modelleri

Yapay sinir aglari (YSA) tek ve gok katmanli olmak iizere iki farkli model olarak tasarlanabilir. ilk
olarak yapay sinir agi modelleri tek katmanl yapiya sahip olarak tasarlanmistir. 1960 yilinda
Widrow ve Hoff cok gizli katmanli yapiya gecen ilk ¢alismayi yapmislardir. Sekil 5.4'te tek ve gok
katmanli yapay sinir aglari modellerinin gorseli verilmistir. Tek gizli katmanli YSA modelinde giris
katmanlarindan sonra olusturulan gizli katmandaki néron sayisina gore modeller egitilerek ¢ikis
katmanina gonderilir. Tek gizli katmanli YSA modelinde 4+2=6 noron (gikis ve gizli katmandaki
noron sayisi) bulunmaktadir. Ogrenilecek olan parametre sayisi;

Girig katmanindaki ndron sayisi (3) X gizli katmandaki noron sayisi (4) + gizli katmandaki néron
sayisi (4) x ¢ikis katmanindaki ndron sayisi (2) = 20 agirlik degeri elde edilir.

Elde edilen agirlik degeri gizli katmandaki ndron sayisi (4) + ¢ikis katmandaki ndron sayisinin (2)
toplami ile elde edilen 6 (alti) dederi bias dederi olup eklenerek toplam 26 adet 6grenilmesi
gereken parametre hesaplanir.

Cok gizli katmanh YSA modelinde gizli katmandaki noron sayisi-1 (4) + gizli katmandaki noron
sayisi-2 (4) + cikis katmanindaki noron sayisi (1) olmak iizere 9 norondan (cikis ve gizli
katmanlardaki noron sayisi) olusmaktadir.
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Giris katmandaki ndron sayisi (3) X gizli katman-1 noron sayisi (4) + gizli katman-1 noron sayisi
(4) x gizli katman-2 ndron sayisi (4) + gizli katman-2 noron sayisi (4) x ¢ikis katmanindaki néron
sayisi (1) = 32 agirlik degeri elde edilir.

Elde edilen agirlk degeri gizli katman-1 ndron sayisi (4) + gizli katma-2 noron sayisi (4) + cikis
katmandaki noron sayisinin (1) toplami ile elde edilen deger 9 (dokuz) dederi bias dederi olup
eklenerek toplam 41 adet 6grenilmesi gereken parametre hesaplanir.

TEK GIiZLi KATMANLI YSA MODELI COK GiZLI KATMANLI YSA MODELI

® g N f
\ x’ = 2
:-{ . v
—\.f’_)‘_""_'\"' _:.\_ . o % - __.. v
/‘\ \ O Oé:--‘ﬁj\ oL
e = -~.\:,O/ Cikis
vr Cikig Katmani
Giris katman Katmani ||| Giris
Gizli katman katmani  Gizli Gizli
katman1 katman 2
Sekil 5.4. Tek ve ¢ok gizli katmanl yapay sinir agi model yapilari.
Biliyor musunuz? \

Yapay Sinir Aglar tekniginin olusmasina sebep olan 6nemli gelismelerden biri de ilk
asamada katmansiz kullanilan néron yapilarinin XOR adi verilen bir mantik kapisi
problemine (giris degerleri farkliysa sonug 1: Dogru, aksi halde 0: Yanls'tir) iyi sonug
Uretememesidir. Yapilan ¢alismalar katmanlar altinda tasarlanan ag yapisi halindeki
néronlarin bu problemi ¢ozebildigini (‘birlikten kuvvet dogar.’) géstermis ve dolayisiyla

Yapay Sinir Aglari ¢agi baslamistir... /

-

1.3. Yapay Sinir Aglarinda Noronlarin Kullanimi

Yapay sinir aginda katmanlar iginde kullanilan noronlarin birbirleri ile iligkisi yoktur. En dnemli
gorevleri sistemde olan bilgiyi bir sonraki katmana ya da c¢ikis katmanina aktarmaktir. Art arda
gelen iki katmandaki noronlar farkli aktivasyon degerlerine gore YSA modelin 6grenme seviyesini
belirleyip aktarim iglemini gerceklestirir. Yapay sinir aglarinda noron sayisi, giris parametresi ve
katman sayisi modelin onemli parametrelerindendir. Pek ¢ok hiper parametre kullanilarak ¢ikis
performansi arttirilabilir. W agirlik vektorii ise diigiim/noron sayisi (hiicre), bias (b) degerleri de
gelecek katmandaki diigiim sayisi kadar olmalidir.

1.4. Yapay Sinir Aglarinda Aktivasyon Fonksiyonlari

Yapay sinir agi modelinde regresyon veya siniflandirma probleminin ¢oziimii i¢in kurulan modelde
farkl aktivasyon fonksiyonlari kullanilabilir (Sekil 5.5).
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Sigmoid ! Leaky ReLU
_ 1 max(0.1z, x)
J('T) T 14e— %

tanh
tanh(z)

Maxout
max(w{ z + by, w3 = + bo)

RelLU ELU
max(0, z) {;em_l) Bl w

Sekil 5.5. Yapay sinir aglarinda siklikla kullanilan aktivasyon fonksiyonlari

1.4.1. Sigmoid Fonksiyonu

YSA modellerinde siklikla kullanilan aktivasyon fonksiyonlarindan birisi de Sigmoid
fonksiyonudur. Sigmoid fonksiyonu [0,1] arasinda degerler alabilen ve siniflandirma
problemlerinde kullanilan bir fonksiyondur. Bu fonksiyon, modelden elde edilen sonucun hangi
sinifa ait oldugunu 6grenen, olasiliksal bir deger iiretir.

1.4.2. Hiperbolik Tanjant (tanh) Fonksiyonu

YSA modellerinde kullanilan hiperbolik tanjant (tanh) fonksiyonu sigmoid fonksiyonuna oldukca
benzeyen ve siniflandirma igin kullanilan fonksiyondur. Aktivasyon fonksiyon cikis degeri [-1,1]
araliginda dogrusal olmayan bir fonksiyondur.

1.4.3. Rectified Linear Unit/Rektifiye Dogrusal Birim (ReLu) Fonksiyonu

YSA modellerinde ReLU aktivasyon fonksiyonu ¢ok gizli katmanlarda siklikla kullanilip ayni anda
tlim noronlari aktive etmez. ReLU aktivasyon fonksiyonunda negatif degerler iireten noronlar sifir
degeri kabul edilir. Boylece ReLU aktivasyon fonksiyonu daha verimli ve hizli egitir.

1.4.4. Leaky ReLu Fonksiyonu

YSA modellerinde Leaky ReLU aktivasyon fonksiyonu ReLU fonksiyonuna benzer bigimdedir.
Ancak Leaky ReLU fonksiyonunda negatif degerler ReLU fonksiyonunda oldugu gibi tam sifir
yerine sifira yakin negatif bir deger alir. Boylece 0grenmenin cift yonli yoni olarak da
gerceklesmesi saglayan bir aktivasyon fonksiyonudur.

1.4.5. Maxout Fonksiyonu

Maxout fonksiyonu 6grenilebilen, hesaplamali olarak ucuz ve yalnizca etken giris parametresini
dikkate alan YSA modellerinde kullanilan bir aktivasyon fonksiyonudur. Boylece en etkili giris
parametresi segilerek elde edilen sonuglar gikisa gonderir.
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1.4.6. Ust Lineer Birim (Exponential Linear Unit)-ELU Fonksiyonu

YSA modellerinde kullanilan ELU fonksiyonu negatif girdiler hari¢ ReLU fonksiyonuna oldukga
benzerdir. ELU fonksiyonunda orta nokta “0” sifirdir. Boylece o6lii noronlarin oniine gegerek
modelin daha hizli yakinsamasi saglanabilir.

1.5. Yapay Sinir Aglari Kullanim Alanlari

Gliniimiizde bilgisayarlar ve bilgisayar sistemleri yasamimizin vazgegilmez bir pargasi haline
gelmigtir. Yapay zekanin alt dallarindan birisi olan Yapay Sinir Aglar, bilgisayarlarin derin
ogrenme yontemlerinde sikhkla kullanilan bir yapidir. YSA temel alinarak farkli birgok derin
ogrenme mimarisi tasarlanmistir. YSA modelleri saglk, medikal ve tip sektorleri basta olmak
iizere makine imalat sanayisi, otomotiv, elektronik, havacilik ve uzay sanayisi, bankacilik ve askeri
alanlarda etkili bigcimde kullaniimaktadir. Ayrica insansi robotlarda siklikla kullaniimaktadir (Kaya,
2018).

Animasyonlarla Farkh
-/ Yapay Sinir Aglar

Egitmene Not

Egitmen, ‘Animasyonlarla Farkh Yapay Sinir Aglar’ videosunu ogrencilere izleterek, sinir
hiicresinin farkl ag modelleri gelistirmede nasil arac olabilecegini vurgular; insan beyni ve
hatta iletisim aglari (bilgisayar aglari, sosyal aglar..vs.) iizerinden yola gikarak is birligi
icerisindeki bilgi aktariminin Yapay Zeka'daki 6grenme siirecleriigin ne kadar onemli bir esin
kaynagi oldugunu agiklar.

2. TASARLA

Egitmene Not

Egitmen, 6grencilere yapay sinir aglari ile farkl bina sekillerine gore binanin enerji verimliligi
analizi igin rolatif sikilik, binanin yiizeyi, duvar ve cati alani, binanin yiiksekligi, bina yerlesimi
(oryantasyon), cam alani ve camin alan dagilimi giris parametrelerine gore binanin enerji
verimliligi, 1sitma ve sogutma yiikii ile ilgili su ifadeleri aktarir:

“Binayi, 1sitma, havalandirma ve iklimlendirme (HVAC) sistemleri ve etkin dig ortam kosullarini
kapsayan bir sistemler biitiinii olarak ele almak ve gevresel etkenler/gereklilikler, binalarin
gittikge karmasiklasmasi, gelecege yonelik esneklik arayislari, kalite anlayisinin yiikselmesi,
insaat sektoriiniin gittikce daha biiyiik bir oranda endiistriyel ve uluslararasi bir konuma
oturmasi gibi bir ¢ok bir biriyle iligkili ekonomik, teknik, politik ve sosyal gelismelere bagli
olarak gittikge 6nem kazanmaktadir.

Ingaat sektdriinde Yapay sinir aglari ile olusturulan yapay zeka modeli sayesinde en yiiksek
seviyede enerji verimliligi analizi yapabilmek miimkiin olmaktadir. Bu durum binanin 1sitma ve
sogutma acisindan daha yiiksek verimliliGe ulagsmasini saglamaktadir. YSA ile bina enerji
verimliligi analizi sayesinde binalarin enerji tiiketim israfi dnlenmektedir.”
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Ogrenciler, ilk olarak yapay sinir aglari ile farkli binalara ait rélatif sikilik, binanin yiizey, duvar ve
¢ati alani, binanin yiiksekligi, bina yerlesimi (oryantasyon), cam alani ve camin alan dagilimi giris
parametrelerine gore Isitma ve sogutma yiikii degerlerini hesaplayip degerlendirilmesi problemini
anlar. Sekil 5.6'da bina enerji verimliligine ait goriintii verilmistir.

Sekil 5.6. Bina enerji verimliligi -temsili (Web Kaynagi 5.1).

Ogrenciler Cizelge 5.1'de verilen yapay sinir adlar ile bina enerji verimlili§i analizi igin giris ¢ikis
parametresini belirler.

Cizelge 5.1. Yapay sinir aglan icin giris ve cikis parametreleri

Veri GiRiS PARAMETRELERI GIKIS
Sayisi PARAMETRESI
X1 X2 X3 X4 X5 X6 X7 X8 Y1 Y2

1 0,98 514,50 | 294,00 | 110,25 | 7,00 2 0,00 0 15,55 21,33
2 0,98 514,50 | 294,00 | 110,25 | 7,00 3 0,00 0 15,55 21,33
3 0,98 514,50 | 294,00 | 110,25 | 7,00 4 0,00 0 15,55 21,33
4 0,98 514,50 | 294,00 | 110,25 | 7,00 5 0,00 0 15,55 21,33
5 0,90 563,50 | 318,50 | 122,50 | 7,00 2 0,00 0 20,84 28,28
766 0,62 808,50 | 367,50 | 220,50 | 3,50 3 0,40 5 16,44 17,11
767 0,62 808,50 | 367,50 | 220,50 | 3,50 4 0,40 5 16,48 16,61
768 0,62 808,50 | 367,50 | 220,50 | 3,50 5 0,40 5 16,64 16,03

Bu boliimde farkli binalara ait 768 adet veri setinde (Tsanas ve Xifara, 2012) rolatif sikilik, binanin
ylizey, duvar ve ¢ati alani, binanin yiiksekligi, bina yerlesimi (oryantasyon), cam alani ve camin
alan dagilimi girig parametrelerine gore 1sitma ve sogutma yiiki degerlerinin yapay sinir aglar ile
tahminlenmesi amaglanmistir.

https://archive.ics.uci.edu/ml/machine-learning-databases/00242/
https://github.com/deneyapyz/lise/Hafta5/ENB2012_data.xIsx




5. Boliim: Yapay Sinir Hiicresi ve Yapay Sinir Aglari

Egitmene Not

Egitmen veri setini anlatirken veri seti indirme linkinden indirilen farkli binalara ait verileri
giris ve ¢ikis parametrelerine ait su diizenlemeleri 6grencilere aktarir:

X1: Rolatif sikilk

X2: Yiizey Alani

X3: Duvar Alani

X4: Cati Alani

X5: Genel Yiikseklik
X6: Bina yonlendirme
X7: Cam Alani

X8: Cam Alan Dagilimi

Y1: Isitma Yiiki
e Y2:Sogutma Yiikii

Diisiin, tartis...

Problem ¢oziimiinde yapay sinir aglari kullanmanin avantajlari neler olabilir? Diger
makine 6grenme algoritmalari tercih edilse sonuglar daha iyi olabilir mi? Sorulara
yonelik 6grenci gorusleri sinif ortaminda tartisilabilir. Yine ilgili konu baglaminda Web

ortamindaki alternatif diistinceler arastirilarak yorumlanabilir.

3. HAREKETE GEC

Egitmene Not

Egitmen, 6grencilere ilk once kod satirlarini tek tek yazdirarak her kod satirinda 6grenciye
kod satirinin ne anlama geldigi ile ilgili sorular sorar ve tartisir.

1 nolu kod satirinda yapay zeka kiitiiphanesi olan keras kiitiiphanesinin Sequential fonksiyonu ile
bos bir yapay sinir agi modeli olugturmak igin gerekli olan sinif ¢agrilir.

2 ve 3 nolu kod satirinda yapay zeka kiitliphanesi olan keras kiitiiphanesinin Dense, Input ve
Dropout fonksiyonu ile yapay sinir agi tam bagh katmanlari tanimlamak igin gerekli olan sinif
cagrilir.

4 nolu kod satinnda matematiksel dizi iglemlerini gergeklestirmek igin numpy kiitliphanesi
cagrilir.

5 nolu kod satirinda veri okuma iglemini gerceklestirmek icin pandas kiitiiphanesi ¢agrilir.
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6 nolu kod satirinda veri setini bolmek igin sklearn.model_selection kiitiiphanesinden
train_test_split fonksiyonu ¢agrilir.

7 nolu kod satirinda model egitiminden elde edilen sonuglari gizdirmek igin matplotlib.pyplot
kiitiphanesi ¢agrilir.

8 nolu kod satirinda ise sklearn kiitiiphanesinden metrics fonksiyonu ile modelin
degerlendirebilmesi icin gerekli fonksiyon cagrilir.

9 nolu kod satirinda ise veri dlgeklendirme islemi icin sklearn.preprocessing kiitiphanesinden
StantardScaler fonksiyonu ¢agrilir.

10 nolu kod satirinda ise yapay sinir agi modeli olusturmak icin tensorflow.keras.models
kiitiphanesinden Model fonksiyonu ¢agrilir.

11 nolu kod satirinda ise yapay zeka kiitiiphanesi olan tensorflow kiitiiphanesi ¢agrilir.

12 nolu kod satirinda ise yapay sinir agi modeli egitilirken istenilen dogruluk oranina ulasildiginda
egitimin durmasi igin keras.callbacks kiitiphanesinden EarlyStopping fonksiyonu ¢agrilir.

W Spyder (Python 3.8

1 e

| File Edit Search Source Run Debug Consoles Projects Tools View Help

@ E 3 |1>

trl"r'd ld"r"'r‘_'l .' oort
tPn:ﬂrflnh keras.layers
"L numpy 25 np

: pandas as pd
sklearn.model selection import train test split

matplotlib.pyplot as plt

sklearn import metrics

sklearn.preprocessing import StandardScaler
tensorflow. keras.models import Model
t tensorflow

keras.callbacks impc EarlyStopping

keras.models import Sequ
ns

“t Dense, Input, Dropout

Sekil 5.7. Gerekli kiitliphanelerin kod gosterimi

Ogrenciler Sekil 5.8'de goriildiigii gibi veri seti ile ilgili diizenlemeleri 14.-19. kod satirlari arasinda
gerceklestirir.

14. kod satirinda pandas kiitiiphanesinin read_excel ozelligini kullanarak veri seti ile ayni
konumda olan kod dosyasinin igerisindeki ‘ENB2012_data.xIsx’ veri dosyasini okuyarak dataset
degiskenine aktarir.

15. kod satirinda values fonksiyonu ile excel veri seti dosyasindaki basliklar harig verileri okur ve
iki boyutlu diziye doniistiiriir.
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16. kod satirinda dataset degiskenindeki veri setindeki ilk sekiz siitunu ([:,0:8] ) giris parametresi
olarak ayarlayarak “X” degiskenine aktarir.

Egitmene Not

Kod satinindaki ([:,0:8] ) ifadesinde virgiilden once “:" karakteri yazilmasinin sebebi, veri
setindeki tiim satirlari okumak icindir. “0:8" ifadesi ise veri setinde yer alan ilk sekiz siitunun
giris parametresi olarak dikkate alinmasini saglar.

17. kod satirinda dataset degiskeninde yer alan veri setindeki dokuzuncu ve onuncu siitunu
([, 8:10] ) cikis parametresi olarak ayarlayarak “y” degiskenine aktarir.

19. kod satirinda veri setindeki egitim ve test verilerini %80 egitim, %20 test olacak sekilde
“test_size=0,2" komutu kullanarak rastgele ayirir.

@ Spyder (Python 3.8)

File Edit Search Source Run Debug Consoles Projects Tools View Help

m 3 D

y Zeka Lise'Hafta 5\ANN_LISE.py

Sequential
ort Dense, Input, Dropout
t train_test split
t StandardScaler
- Model

rlyStopping

X train, X test, y_train, y_test = train test split(X, y, test size=8.2, random_state=8)

Sekil 5.8. Veri setinin giris, cikis ve egitim igin bolinmesi kod ekrani.

Ogrenciler 21-29 kod satirlari arasinda veri setinin 6lceklendirilmesi islemini gerceklestirir.

21. kod satinnda 9. Kod satirinda ¢agrilan StandardScaler fonksiyonunu tanimlayarak sc
degiskenine aktarir.

22. ve 23. kod satirinda egitim ve test giris verilerinin “fit_transform” ve “transform” ozellikleri
kullanilarak olceklendirilir.

25.-27. kod satirinda olgeklendirilen giris ve ¢ikis verileri numpy kiitiiphanesi kullanilarak YSA ile
egitim yapabilmek icin array formatina doniistiriiliir.
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29. kod satirinda ise YSA ile egitilecek modelden iki adet ¢ikis parametresi olacagi igin “tuple”
formatina doniistiirilmistiir.

Egitmene Not

Egitmen tuple kavramini su sekilde aciklar:
Kod satirindaki ([;,0] ) ifadesinde virgiilden dnce “:" karakteri yazilarak gikiglardan ilk siitun
alinir, dolayisiyla ([;,1] ) ifadesi ile de ¢ikiglardan ikinci siitun alinip eslestirme yapilmis olur.

@‘ipyder(Pj,d:hon 33] 0
File Edit Search Source Run Debug Consoles Projects Tools Miew Help
w2 ¢

) Zeka Lise\Hafta 5VANN_LISE.py

[ hafta_5_ann.py ANN_LISE.py™

dataset = pd.read excel( "ENB
dataset=dataset.values
X=dataset[:,08:8]

y =dataset[:,8:18]

X train, X test, y train, y test = train test split(X, y, test size=0.2, random state=0)

sc = StandardScaler()

data x train scaled = sc.fit _transform(X train)

data_x test scaled = sc.transform(X test)

data x train scaled, data x test scaled, data y train, data y test = \
np.array(data x train scaled), np.array(data x test scaled), np.array(y_train), \

np.array(y_test)

data vy _train = (data y_train[:, 8], data y train[:, 1])

Sekil 5.9. Veri setinin dlgeklendirme

Sekil 5.12'de gosterildigi gibi 31-39 kod satirlarn arasinda yer alan YSA modelinin yapisinin
olusumu ile ilgili katman bilgileri verilmistir.

31. kod satirinda giris parametresi ile esit noron sayili giris katmani olusturulur.

32. kod satirinda 128 noronlu ve Relu aktivasyon fonksiyonlu ilk gizli katmani olusturularak giris
katmanina baglanir.

33. kod satirinda “Dropout” ilk gizli katmandaki [0,3] ifadesi ile %30 oraninda Gnemsiz noronlar
disariya birakilir (yani kullanilmaz). Dolayisiyla YSA modeli egitim siireci hizlanir, agiri 6grenme
(overfitting) engellenir.

34. kod satirinda 128 noronlu ve Relu aktivasyon fonksiyonlu ikinci gizli katman olusturularak ilk
gizli katmana baglanr.
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35. kod satirinda “Dropout” ikinci gizli katmandaki [0,3] ifadesi ile %30 oraninda Gnemsiz noronlar
disariya birakilir (yani kullanilmaz). Dolayisiyla YSA modeli egitim siireci hizlanir, agiri 6grenme
(overfitting) engellenir.

36. kod satirinda birinci gikis parametresi igin tek (1) néronlu son katmani alir.

37. kod satirinda ikinci ¢ikis icin kullanmak lizere 64 noronlu gizli katmani ve Relu aktivasyon
fonksiyonlu son gizli katmani olusturur.

38. kod satirinda “Dropout” son gizli katmandaki [0,3] ifadesi ile %30 oraninda 6nemsiz noronlar
disariya birakilir (yani kullanilmaz). Dolayisiyla YSA modeli egitim siireci hizlanir, agiri 6grenme
(overfitting) engellenir.

39. kod satirinda ikinci gikis parametresi igin tek (1) néronlu son katmani alir.

41. kod satinnda “Model” fonksiyonu kullanilarak YSA modelin giris ve c¢ikis katmanlari
tanimlanarak “model” degiskenine aktarilir.

input: | [(None, 8)]
output: | [(None, 8)]

Input_Layer: InputLayer

. input: (None, 8)
First_Dense: Dense

output: | (None, 128)

input: | (None, 128)
output: | (None, 128)

dropout: Dropout

input: | (None, 128)

Second Dense: Dense
output: | (None, 128)

input: | (None, 128)
dropout_1: Dropout

output: | (None, 128)

L T~

) input: | (None, 128) ) input: | (None, 128)
Second_Output__First Dense: Dense First Output__Last_Layer: Dense
output: | (None, 64) output: (None, 1)

input: | (None, 64)

dropout_2: Dropout
output: | (None, 64)

4

input: | (None, 64)
Second_Output__Last Layer: Dense

output: | (None, 1)

Sekil 5.10. YSA modelin yapisinin algoritmik gosterimi

Sekil 5.12'de gosterildigi gibi 42. kod satirinda olusturulan yapay sinir agi modelindeki noronlarin,
giris ¢cikig parametrelerine ait dzellikleri “.summary” fonksiyonu ile goriir.

113




5. Boliim: Yapay Sinir Hiicresi ve Yapay Sinir Aglari

Layer (type) Qutput Shape Param # Connected to

First_Dense (Dense) (Norne, 128) 1152 Input_Layer[@][8]

dropout (Dropout) (None, 128) 2] First_Dense[@][@]

second_Dense (Dense) (None, 128) 16512 dropout[@][@]

dropout_1 (Dropout) (None, 128) a Second_Dense[8][8]
Second_Output_ First_Dense (Den (Mone, &64) 8256 dropout_1[@]1[@]

dropout_2 (Dropout) (None, 64) <] Second_Output_ First_Dense[@][@]
First_OQutput_ Last_Layer (Dense (Mone, 1) 129 dropout_1[@]1[@]

Second_Output_ Last_Layer (Dens (Mone, 1) 65 dropout_2[8]1[8]

Total params: 26,114
Trainable params: 26,114
Non-trainable params: @

Sekil 5.11. YSA modelin 6zeti

Debug Consoles Projects Tools View Help

ECHE

se'Hafta SVANM_LISE.py

test_scaled, data_y trai
aled), np.array(data x test scaled)}, np.array(y _train), \

data y_train = (data_y train[:, @], data_y train[:, 1])

input_layer = Input(shape x_train_scaled.shape[1])}, name='Input Layer'}
common_path = D (unit » activation= ', name="Firs e '} {input_layer)
common_path [ § n_path)

common_path i ', activation="relu’, name= nd_Dense ') (common_path)
common_path =

Dense ') { common_path)
Layer'}(second_output path)

model = Model(inputs=input layer, outputs=[first output, second output])
print(model.summary(})

Sekil 5.12. Yapay sinir agi modelinin kurulum igin kod ekrani

44. kod satirnda “keras” kiitiiphanesini “optimizers” sinifi ile SGD optimizasyon yontemi
kullanilarak 6grenme orani (learning rate) degeri yiiz binde bir (0,00001) olarak belirlenip
“optimizer” degiskenine aktarlmistir.
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Egitmene Not

Makine 6grenmesinde hata oranini en aza indirgemek icin kullanilan yontemlerinden birisi
de SGD optimizasyon yontemidir (Seyyarer vd., 2020). SGD (Stochastic Gradient Descent)
tim gradient’ler kullanmak yerine rastgele bir kisim gradient'le agirliklan degistirerek
optimizasyon yapmaktadir. Mevcut gradient'i (L owt /), 6grenme katsayisi (a) ile garparak
mevcut agirhgr (wt) giincellemektedir (Yazan ve ark., 2017; Zeiler, 2012; Web Kaynagi 5.2,
Web Kaynagi 5.3, Web Kaynagi 5.4, Alpaydin, 2018).

_ aL
Wiy = W — ﬂa_%

45-48 kod satirinda “compile” fonksiyonu ile kayip veri degerlerini “mse (mean square error)”,
optimizasyon yontemi olarak “SGD” ve Olgiim metrigi olarak “RootMeanSquaredError (RMSE)”
parametrelerine gore derler.

Egitmene Not

Egitmen, kod satirinda yer alan “mse”, ifadesinin makine 6grenmesi modelindeki ortalama
kare hatayi hesaplamak icin kullanildigini agiklar. Benzer sekilde, "RootMeanSquaredError
(RMSE)” ifadesini anlatirken, makine 6grenmesi modelinin tahmin ettigi degerler ile egitim
verisindeki gercek degerler arasindaki uzakhgin bulundugunu vurgular.

49-52 kod satirinda Earlystopping ozelligi ile modelin egitimi esnasinda “rmse” degerinin stabil
(duragan) oldugu durumda egitimi durdurur. Kod satirlarinda yer alan “min_delta=0" ifadesi
modelin stabil kaldigi anlamina gelir. “patience=10" ifadesi ise egitim esnasinda 10 epoch
(tekrar) boyunca modelin dogrulugu degismez ise egitim durdurulur. “verbose=1" ise egitim
esnasinda egitim sonuglarini ekranda gosterir.
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¥ Spyder (Python 3.8]

File Edit Search Source Run Debug Consoles Projects Tools View Help

DEeEBR%EOQ m = o

C: U sktop\Yapay Z v Zeka Lise\Hafta SWANN_LISE.py

_ann.py ANN_|

common_path = Dropout(@.3)(common_path)

common_path = Dense(units="128", activation='relu’, name='Second Dense')(common_path)
common_path = Dropout(®.3)(common_path)

first_output = Dense(units="1", name='First Output last Layer'){common_path)

second output_path = Dense(units='64', activation=' nd Output |First Dense')(c
second output_path = Dropout(8.3)(second output path)
second_output = Dense{units='1", name="Second Output last layer')(second_output_path)

model = Model(inputs=input layer, outputs=[first output, second output])
print(model . summary())

optimizer = tf.keras.optimizers.SGD(learning rate=08.06081)
model . compile(optimizer=optimizer,
loss={ - last layer': 'mse’, 'S nd Output last layer': 'mse’},
metrics= o € - etrics.RootMeanSquaredErr )
*: tf.keras.metrics.RootMeanSquaredError()})
w earlyStopping callback
min_delta=@,
patience=18,
verbose=1)

Sekil 5.13. Yapay sinir agi modelinin parametrelerinin tanimlanmasi

4. YURUT

Ogrenciler 54-61 satirlari arasinda farkli binalara ait enerji verimlili§i analizi igin kurulan yapay
sinir agi modelinin egitimini gerceklestirir.

54-55. kod satirinda “model.fit" komutu yazarak 6l¢eklendirilmis giris egitim verilerine gore ¢ikis
egitim verileri icin yapay sinir aglan ile egitim gergeklestirir. Burada her bir egitim igin
“batch_size” fonksiyonuna aktarilan 10 degeri ile egitime alinacak veri sayisi belirlenmektedir.
Yine (epochs=500), “verbose=0" ifadeleri ile 500 adet egitim gerceklestirilecegi ve her bir
egitimde elde edilecek sonuglarin konsolda gosterilmeyecegi belirtiimektedir. Egitilen modelin
dogrulamasi egitim verilerinin %30’u alinarak (validation_split=0,3) gergeklestirilir. Ayrica
callbacks 0zelligi kapsaminda earlystopping_callback tanimlanarak egitimin erken durma ozelligi
aktif hale getirilmistir.

57 kod satirinda ise YSA ile egitim igslemi sonunda giris test verilerine gore “.predict” fonksiyonu
ile 1sitma ve sogutma yiikii i¢in tahminleme islemini gergeklestirir.

59. kod satirinda “sklearn.metrics” kiitliphanesinden “r2_score” 6zelligini yiikler.

60-61. kod satirnda YSA modelinden elde edilen tahmin sonuglari ile gercek sonuglar
karsilastinlarak elde edilen iki boyutlu dizi sonuglari “.flatten” fonksiyonu kullanilarak tek boyutlu
diziye cevrilir, sonuclar R? performans 6lgiit kriterine gore dogruluk degerleri “print” komutu
kullanilarak konsola yazdirilir.
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Egitmene Not

Egitmen ogrencilere regresyon analizlerinde, deneysel verilerin dogrusal bir egriye ne kadar
uyumlu oldugunu belirlemede “Determinasyon katsayisi/R2” degerinin kullanildigini ifade
eder. Yapay zeka islemlerinde elde edilen R? degerlerini 6grencilerle birlikte tartisir. R? =1
olmasinin, deneysel verilerin kusursuz bir dogrusal egri sagladiginin kaniti oldugunu
ogrencilerle paylasir.

¥ Spyder (Python 3.8)

ile Edit Search Scurce Run Debug Consoles Projects Tools View Help

B3 -

Apay Zeka Lise\Hafta SVANN_LISE.py
M hafta 5 annpy - AMNN_LISE.py

model = Model(inputs=input layer, outputs=[first output, second output])
print(model.summary())

optimizer = tf.keras.optimizers.SGD{learning rate=08.0800801)
model.compile(optimize timizer,
- lLast layer':
.RootMeanSquaredE
~as.metrics.RootMeanSquaredError()})

min_delta=0,
patience=18
verbose=1)

history = model.fit(x=data x train_scaled, y=data vy train, verbose=8, epochs=580, batch size=18,
validation split=8.3, callbacks=earlyStopping callback)

y_pred = np.array(model.predict(data_x_test scaled))

sklearn.metrics i r2_score
r2_score( data_y test[:,8], y pred[8,:].flatten() ) )
- ) )

r2 score( data y test[:,1], y_pred[1,:].flatten( )

Sekil 5.14. Yapay sinir aglari modelinde egitim ve tahminleme islemleri igin kod ekrani

5. KARAR VER

63.-70. ve 72-79. Kod satirlarinda 1sitma ve sogutma yiikiine ait kayip ¢ikis verilerine gore egitim
ve dogrulama grafikleri gizdirilmistir (ilgili kodun tamami Github platformunda, Hafta 5 altinda
H5_ysa_bina-enerji.py dosyasi olarak paylasiimis durumdadir). Sekil 5.15'te ilk gikis igin RMSE
kayip degerleri, Sekil 5.16'da ise ikinci ¢ikis icin RMSE kayip degerlerine ait grafikler ¢izdirilmistir.
Grafikler incelendiginde egitim ve test verilerindeki kayip veri oranlarinin azalmasi modelin dogru
bicimde egitildiginin gostergesidir.
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model's llk cikis icin RMSE kayip degerleri

257 — train
— tesk
20+
w 15 1
53]
=
o
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epoch
Sekil 5.15. llk ¢ikis icin RMSE kayip degerleri grafigi
model's Ikinci cikis icin RMSE kayip dederleri
— frain
25 - — test
20
L
[0y
= 15 -
o
10
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epoch

Sekil 5.16. ikinci ¢ikis igin RMSE kayip degerleri grafigi
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ile Edit 5earch Source Run Debug Consoles Projects Tools View Help

—
Ee ETpC
¥Apay Zeka Lise\Hafta S5VAMN_LISE.py
M hafta_5_ann.py ANN_LTSE.py
earlyStopping callback = EarlyStopping(monitor="val Lloss®

min_delta=8,
patience=18,
verbose=1)

history = model.fit(x=data_x_train_scaled, y=data_y train, verbose=8, epochs=588,
validation split=0.3, callbacks=earlyStopping callback)

y_pred = np.array(model.predict(data_x test scaled))

sklearn.metrics import r2 score

print("TLk cikisin R2 dederi :", r2 score( data y test[:,B8], y_bred[ﬁl:].Flatten{}
2

print(“ikinci cikisin R2 degeri:", r2 score( data y test[:,1], ¥ pred[1,:].flatten
plt.plot(history.history[ 'First - _last_lLayer wean_squared_error'])
plt.plot(history.history[ "val First Output L[ast [

plt.title( 'm s rmse for the first output')

plt.ylabel("’

plt.xlabel(’

plt.legend([ 'train’, 'test'], loc="upper right")

plt.show()

plt.figure()

plt.plot(history.history[ 'Se - last_ quared _error'])
plt.plot(history.history[’ tput last la) oot _mean_squared error'])
plt.title( ‘model\ ‘s rmse foi € nd output ')

plt.ylabel( 'rmse")

plt.xlabel("’ 1)

plt.legend([ 'train’, 'test'], loc="upper right")

plt.show()

Sekil 5.17. YSA modelinden kayip ¢ikis verilerine gore egitim ve dogrulama grafiklerinin
cizilmesi

. B . Console 1/A
Epoch 88188
i1k ¢ikisin R2 dej

Sekil 5.18. YSA modeli ile pamuk tarlasi sulama sistemi igin dogruluk sonucu

Egitmene Not

Egitmen, 6grencilere YSA teknigi ile farkli binalara ait enerji verimliligi analizi amaciyla
kurulan model igin Erken durdurma (Early stopping) 108. Epoch (egitim) gerceklestigini
gostererek anlatir.
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PYTHON KODLARI:

from keras.models import Sequential

from keras.layers import Dense

from tensorflow.keras.layers import Dense, Input, Dropout
import numpy as np

import pandas as pd

from sklearn.model_selection import train_test_split
import matplotlib.pyplot as plt

from sklearn import metrics

from sklearn.preprocessing import StandardScaler
from tensorflow.keras.models import Model

import tensorflow as tf

from keras.callbacks import EarlyStopping

dataset = pd.read_excel('ENB2012_data.xlsx')
dataset=dataset.values

X=dataset[;,0:8]

y =dataset[:,8:10]

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=0)

sc = StandardScaler()

data_x_train_scaled = sc.fit_transform(X_train)

data_x_test_scaled = sc.transform(X_test)

data_x_train_scaled, data_x_test_scaled, data_y_train, data_y_test = \
np.array(data_x_train_scaled), np.array(data_x_test_scaled), np.array(y_train), \

np.array(y_test)

data_y_train = (data_y_train[;, 0], data_y_train[;, 1])
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input_layer = Input(shape=(data_x_train_scaled.shape[1]), name="Input_Layer')
common_path = Dense(units='128', activation="relu’,
name="First_Dense')(input_layer)

common_path = Dropout(0.3)(common_path)

common_path = Dense(units='128', activation="relu’,
name='Second_Dense')(common_path)

common_path = Dropout(0.3)(common_path)

first_output = Dense(units='1', name="First_Output__Last_Layer')(common_path)
second_output_path = Dense(units='64', activation="relu’,
name='Second_Output__First_Dense')(common_path)

second_output_path = Dropout(0.3)(second_output_path)

second_output = Dense(units='1',

name='Second_Output__Last_Layer')(second_output_path)

model = Model(inputs=input_layer, outputs=[first_output, second_output])

print(model.summary())

optimizer = tf.keras.optimizers.SGD(learning_rate=0.00001)
model.compile(optimizer=optimizer,
loss={'First_Output__Last_Layer" 'mse’, 'Second_Output__Last_Layer"
‘mse’},
metrics={'First_Output__Last_Layer"
tf.keras.metrics.RootMeanSquaredError (),
‘Second_Output__Last_Layer"
tf.keras.metrics.RootMeanSquaredError()})
earlyStopping_callback = EarlyStopping(monitor="val_loss"',
min_delta=0,
patience=10,

verbose=1)
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history = model.fit(x=data_x_train_scaled, y=data_y_train, verbose=0, epochs=500,
batch_size=10,

validation_split=0.3, callbacks=earlyStopping_callback)

y_pred = np.array(model.predict(data_x_test_scaled))

from sklearn.metrics import r2_score
print("ilk ¢ikisin R2 degeri :", r2_score( data_y_test[:,0], y_pred|[0,:].flatten() ) )
print("ikinci ¢ikisin R2 degeri:", r2_score( data_y_test[:,1], y_pred[1,:].flatten() ) )

plt.plot(history.history['First_Output__Last_Layer_root_mean_squared_error’])
plt.plot(history.history['val_First_Output__Last_Layer_root_mean_squared_error’)
plt.title('model\'s ilk ¢ikis igin RMSE kayip degerleri')

plt.ylabel('RMSE')

plt.xlabel('epoch’)

plt.legend(['train’, 'test’], loc="upper right')

plt.show()

plt.figure()

plt.plot(history.history['Second_Output__Last_Layer_root_mean_squared_error'])
plt.plot(history.history['val_Second_Output__Last_Layer_root_mean_squared_error')
plt.title('model\'s ikinci ¢ikis igin RMSE kayip degerleri')

plt.ylabel('RMSE')

plt.xlabel('epoch’)

plt.legend(['train’, 'test’], loc="upper right')

plt.show()

\ Super Mario Oynamasini
J Ogrenen Yapay Zeka!
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Diigiin, tartis...

Bir Yapay Sinir Aglari’nin farkli verilerle karsilasarak yanlis 6grenme gergeklestirmesini
saglamak mimkiin olabilir mi? Soru baglaminda 6grenci gérusleri sinif ortaminda
tartisilabilir ve yine Web’te bulunabilecek alternatif diistinceler arastirilarak yorumlanabilir.

A .

Diinyadan Haberler

Tiirkiye’nin Ulusal Yapay Zekd Stratejisi

Cumhurbagkanligi Dijital Dontusim Ofisi Baskanligi ile Sanayi ve Teknoloji Bakanligi is
birliginde ve ilgili tim paydaslarin etkin katiimiyla hazirlanan "Ulusal Yapay Zekad Stratejisi
2021-2025"e iliskin 2021/18 sayili Cumhurbaskanligi Genelgesi 20/08/2021 tarihli ve
31574 sayil Resmi Gazete'de yayimlanarak yirirlige girmistir.

Yapay zeka alaninda tlkemizin ilk ulusal strateji belgesi olma 6zelligini tasiyan Ulusal Yapay
Zeka Stratejisi (UYZS) ile Turkiye, yapay zeka (YZ) stratejisini yayimlayan ulkeler arasinda
yerini almigtir. UYZS, On Birinci Kalkinma Plani ile Cumhurbaskanhgi Yillik Programlari
dogrultusunda, "Dijital Turkiye" vizyonu ve "Milli Teknoloji Hamlesi" ile uyumlu olarak
hazirlanmistir. Vizyonu "mudireffeh bir Tiirkiye icin ¢evik ve sirdiiriilebilir yapay zeké
ekosistemiyle kiiresel élgekte deder iiretmek" olan Strateji, 6 stratejik oncelik etrafinda
tasarlanmistir: (1) YZ Uzmanlarini Yetistirmek ve Alanda istihdami Artirmak, (2) Arastirma,
Girisimcilik ve Yenilikciligi Desteklemek, (3) Kaliteli Veriye ve Teknik Altyapiya Erisim
imkanlarini Genisletmek, (4) Sosyoekonomik Uyumu Hizlandiracak Diizenlemeleri
Yapmak, (5) Uluslararasi is Birliklerini Giiglendirmek, (6) Yapisal ve isgiicii Déniisiimiinii
Hizlandirmak.

UYZS ile 2021-2025 yillari arasinda tilkemizde yaritilen YZ alanindaki calismalari ortak bir
zemine oturtacak tedbirler ve bu tedbirleri hayata gegirmek tizere olusturulacak yonetisim
mekanizmasi ortaya konulmaktadir (Web Kaynagi 5.5).

. /

6. ILAVE ETKINLIK

Sekil 5.19'da gosterildigi gibi MNIST (Modified National Institue of Standarts) veri seti, igerisinde
yer alan 60.000 adet 28x28 piksel boyutuna sahip farkli insanlarin el yazmalarindan kesilmis
resimlerden olugmaktadir. Bunlara karsilik gelen 60.000 tane sayi (skaler) vardir. MNIST veri
setini yapay sinir aglari kullanarak veri seti icerisinde yer alan resmin hangi rakama ait oldugunu
tahminleyen bir model olusturunuz (Veri seti keras kiitliphanesi igerisinden otomatik
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cekilmektedir. ilgili kodun tamami Github platformunda, Hafta 5 altinda H5_ysa_mnist.py dosyasi
olarak paylasilmis durumdadir).

Egitmene Not

Egitmen, ogrencilere Python icinde vektorize edilmis bir bicimde, yani resimlerin piksel
degerleriyle sayisallastiriimig halinin hazir bulundugunu agiklar. Cizelge 5.2'de gosterildigi gibi
28x28 boyutundaki el yazmasi goriintiilerin giris parametresini, bu goriintiilere ait
sayisallastirmis dederin ¢ikis sinifini temsil ettigini anlatir.

Cizelge 5.2. Veri setinin giris ¢ikis parametreleri

- GIRIS PARAMETRESI GIKIS PARAMETRESI
Sayis Goriinti Sinif
1 ? :
2
O 0
59000 7 .
60000 b ;

S A ONIDD RN
Qunueae~dxQHnyN O
~r &SN %N —2
DS LN N—O0d N
NWRSsF LN [ Q
O 0 WW Ot v aa N
- N HBWA e —0N
PROQYILPTEH -~
N M NN AN -0 ™
ODMNOFTCNNYRO

Sekil 5.19. El yazisi goriintusii
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PYTHON KODLARI:

import numpy as np

import matplotlib.pyplot as plt

from keras.layers import Dense, Flatten

from keras.models import Sequential

from tensorflow.keras.utils import to_categorical

from keras.datasets import mnist

(X_train, y_train), (X_test, y_test) = mnist.load_data()
print(X_train.shape)
print(X_test.shape)

temp = ]

for i in range(len(y_train)):
temp.append(to_categorical(y_train[i], num_classes=10))

y_train = np.array(temp)

# Convert y_test into one-hot format

temp = ]

foriin range(len(y_test)):
temp.append(to_categorical(y_test[i], num_classes=10))

y_test = np.array(temp)

model = Sequential()
model.add(Flatten(input_shape=(28,28)))
model.add(Dense(16, activation="sigmoid'))
model.add(Dense(10, activation='softmax'))

model.summary()

model.compile(loss="categorical_crossentropy’,
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optimizer="adam/,

metrics=['acc’])

model.fit(X_train, y_train, epochs=15,

validation_data=(X_test,y_test))

predictions = model.predict(X_test)

predictions = np.argmax(predictions, axis=1)

fig, axes = plt.subplots(ncols=10, sharex=False,
sharey=True, figsize=(20, 4))
foriinrange(10):
axesli].set_title(predictionsli)
axesli].imshow(X_test[i], cmap="gray')
axesli].get_xaxis().set_visible(False)
axesli].get_yaxis().set_visible(False)
plt.show()

A€ Q=X B

7]z]/]oldl/]v]als]7

Sekil 5.20. El yazisi genel tanimlama goriintiileri
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Epoch 1/15

1875/1875 [===== - ] - 4s 2ms/step - loss: 1.8922 - acc: 8.6976 - val loss: @.6564 - val acc: 8.8255
5;22?1:;:5[ ] - 35 2ms/step - loss: @.5876 - acc: B.8316 - val loss: @.5526 - val acc: @.8375
i;?;?l;;;s[ 1 - 3s 2ms/step - loss: @.58@9 - acc: ©.8514 - val loss: @.4441 - val acc: @.8717
igggt:l;i;;s[ ] - 3s 2ms/step - loss: @.4859 - acc: @.8538 - val loss: @.4778 - val acc: ©.8582
i;?;?l;;:s[ 1 - 3s 2ms/step - loss: ©.455@ - acc: B.8642 - val loss: 9.4353 - val acc: ©.8689
i;?;?l:;:s[ ] - 35 2ms/step - loss: ©.4414 - acc: 8.8662 - val loss: @.4198 - val_acc: 8.8763
i;?;?l;i;s[ ] - 3s 2ms/step - loss: 8.4269 - acc: @.8728 - val loss: @.4199 - val acc: @.8782
ig?;?1:§:5[ ] - 3s 2ms/step - loss: 8.4331 - acc: @.8785 - val_loss: ©.3994 - val_acc: @.8855
I]E.;?;?l:;:s[ 1 - 3s 2ms/step - loss: @.4315 - acc: B.8734 - val loss: 0.4424 - val acc: ©.8638
I]E.g?;?l;g;li 1 - 4s 2ms/step - loss: @.4144 - acc: B.8763 - val loss: @.4827 - val acc: ©.8851
i;‘?;?l;;;li ] - 5s 3ms/step - loss: ©.3985 - acc: @.8798 - val loss: @.3734 - val acc: ©.B8877
i;?;?l;géli ] - 55 3ms/step - loss: 8.4834 - acc: @.8796 - val_loss: ©.4140 - val acc: @.8717
i;?;?l;?;li ] - 55 3ms/step - loss: 8.3992 - acc: B.8813 - val loss: 8.3721 - val acc: ©.8944
i;?ﬂl;:;lﬁ ] - 55 3ms/step - loss: @.3813 - acc: B.8880 - val loss: ©.3669 - val acc: ©.8968
i?;?l;?;]? 1 - 4s 2ms/step - loss: @.3783 - acc: ©.8887 - val loss: @.3883 - val acc: ©.8897

Sekil 5.21. Epoch bazli genel akis

Egitmene Not

Egitmen, bu hafta egitimi hakkinda ogrencilerin ilgisini arttirmak ve yeni 6grenilen bilgileri
onceden ogrenilen bilgiler ile karsilastirmalarini saglamak i¢in asagida maddeler halinde
verilen sorular tartisir.
e lgili haftada ele alinan yapay zeka uygulamalarina uygun ornek veri setleri neler
olabilir?
e lgili haftada ele alinan veri setlerinin yapay zeka teknik ve kiitiiphanelerinde ne
derecede basarim etkisi olmustur?
e llgili haftada 6gretilen yapay zeka teknigi ile uyumlu ve uyumsuz olabilecek agik
erigsimli veri seti gesitleri sunan (kaagle, github vs.) internet sitelerinden elde
edilecek farkli veri gesitleri ile yapay zeka teknigi uyumlulugunu sorar.

Kaynakca
Alpaydin, E., (2018). “Yapay Ogrenme”. Bogazigi Universitesi Yayinevi, istanbul.
Tsanas, A., ve Xifara, A. (2012). Accurate quantitative estimation of energy performance of

residential buildings using statistical machine learning tools. Energy and Buildings, 49, 560-567.

Seyyarer, E., Ayata, F., Ugkan, T., & Karci, A. (2020). Derin 6grenmede kullanilan optimizasyon
algoritmalarinin uygulanmasi ve kiyaslanmasi. Computer Science, 5(2), 90-98.
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optimization techniques.” Artificial Intelligence and Data Processing Symposium (IDAP), 2017
International. IEEE,

Zeiler, M. D. (2012). Adadelta: an adaptive learning rate method. arXiv preprint arXiv:1212.5701.

Web Kaynagi 5.1: http://velar.com.tr/enerji-verimliligi/binalarda-enerji-verimliligi/

Web Kaynagi 5.2: https://ruder.io/optimizing-gradient-descent/

Web  Kaynadi  5.3:  https://medium.com/deep-learning-turkiye/gradient-descent-nedir-
3ec6afch9900

Web  Kaynadi  5.4:  https://towardsdatascience.com/10-gradient-descent-optimisation-
algorithms-86989510b5e9

Web Kaynagi 5.5: https://cbddo.gov.tr/uyzs
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6. Hafta: Etmen Tabanli Modelleme

On Bilgi:

Etmen tabanl Yapay Zeka kavraminin temelleri, etmen tabanl modellemenin temelleri
Python kodlamada dongiiler, fonksiyonlar ve kiitiiphane yapilarinin kullanimi (Bu konuda
Python anlatim videolari: 13. Fonksiyonlar, 14. Python Kiitiiphane Kullanimi yardimci arag
olarak kullanilabilecektir).

Haftanin Kazanimlari:

Ogrenciler etmen tabanl modelleme kavramini kavrar.

Ogrenciler, etmen modelleme iizerine problem ¢oziimleri tasarlayarak uygular.

Ogrenciler etmen tabanl modellemenin ¢6ziim siireclerini yorumlamayi kavrar.

Ogrenciler birbirleriyle etkilegen etmenlerle problem ¢oziimii iiretme yetenegi kazanir.

Ogrenciler, etmen, gevre, doniit, coklu-etmen gibi kavramlari anlar.

Ogrenciler Python programlama dilini kullanarak tipik bir etmen tabanl ¢6ziime yonelik

program kodunu yazabilir.

e Ogrenciler Python programlama dilinde etmen tabanli modelleme igin kullanilan
kiitliphane fonksiyonlarini kullanma yetenegi kazanir.

o Ogrenciler, rnek bir probleme gére etmen tabanl modelleme yetenegi kazanir.

o Ogrenciler etmen tabanli ¢oziim gerektiren problem icin model tasarlar ve bu modeli
¢Oziim yoniinde uygular.

e Ogrenciler modelin davranislarini de§erlendirerek yorumlar.

o Ogrenciler etmen modelli programlama mantiinin Yapay Zeka alani agisindan

uygulamasini yapar.

Haftanin Amaci:

Bu haftanin amaci, “etmen (agent/ajan)” kavraminin tiim o6grenciler tarafindan dogru bir
sekilde anlasiimasini saglamaktir. Haftanin bir diger amaci, etmen tabanli modelleme
yaklasimini izleyerek alternatif problem yapilari ile 6grencilerin ilgisini ¢ekecek etkinlikleri
gerceklestirmektir. Yine bu baglamda, 6grencilerin Python programlama dilini kullanarak
etmen tabanli 6rnek problem modelleme ve ¢oziim iretme konularinda beceri kazanmasi
saglanacaktir.

Kullanilacak Malzemeler:

Bilgisayar, kagit, kalem, Python kod editorii, ornekler igin ¢ikti gorselleri
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Haftanin islenisi:
Algila: Ogrenciler etmen ve etmen tabanli modelleme kavramlarini tanimlayabilir.

Tasarla: Ogrenciler etmen tabanl modelleme iizerinden 6rnek problemler igin ¢6ziim siiregleri
tasarlayabilir. Bu hafta igin Github platformu (https://qgithub.com/deneyapyz/lise/) ile
etkilesim Tasarla agsamasi ile baslatilabilmektedir.

Harekete Geg: Ogrenciler Python programlama dili ile etmen tabanli bir model yapisi olugturup
uygulayabilir.

Yiiriit: Egitmenler ogrenciler ile etkilesimli bir bicimde etmen modelini ¢alistirir ve genel
¢oziim akisini degerlendirir. Ogrenciler etmen tabanli yaklasim dogrultusunda kodlama ve
¢oziim Uretme siireclerini yiriitebilir.

Karar Ver: Ogrenciler alternatif yapay zekd modelini diizenleyerek / kodlayarak ¢oziim
iretebilir. Ogrenciler ayrica etmen tabanli uygulamalar ile elde edilen genel sonuglari
inceleyip, tartisabilir.

1. ALGILA

1.1. Etmen Tabanli Yapay Zeka Modelleme Temelleri

Egitmene Not

Egitmen, 6grencilere “etmen” ve “etmen tabanli yapay zeka” kavramlari hakkinda bilgi sahibi
olup olmadiklarini sorar ve tartisir. Boylece dgrencilerin konuya dikkatini ceker.

Yapay Zeka kapsaminda cevresel faktorlerle etkilesim gerektiren problem ¢oziimlemeleri igin
tasarlanmis cesitli yaklagimlar bulunmaktadir. Bu yaklasimlarin 6ziinde su ana dek deginilen
farkli Yapay Zeka algoritmalarinin etkilesimsel fonksiyonlari icerecek sekilde tasarlanmasi yer
almaktadir. Buna gore, cevreyle etkilesen Yapay Zeka unsurlar kisaca etmen ya da ingilizce
karsihgindan esinlenerek ajan (agent) olarak adlandinimaktadir. Sekil 6.1'de tipik bir etmen

modeli gosterilmistir.
—_—
. l Etmen

Durum | | qiil / Ceza Eylem

' Cevre —

Sekil 6.1. Tipik bir etmenin genel yapisi (Web Kaynagi 6.1)
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Sekil 6.1'den anlasilacagi iizere bir etmen, gevresiyle etkilesime girip girdigi etkilesim sonucunda
elde ettigi bulgulara gore doniitlerde (yani eylemlerde) bulunabilecek sekilde tasarlanmaktadir.
Bir etmenin eylemlerine karar verme agamasinda icerisinde bulundugu durum ve ¢evreden aldigi
odiil/ceza doniitleri etkili olmakta, bunlar gelecek durumlari da yonlendirmektedir. Buradan
hareketle, ozellikle kolektif, cok sayida unsurun bir araya gelerek ¢oziim iiretmesi gereken
problem durumlarinda birden fazla etmen de kullanilabilmektedir. Genel olarak bu yondeki Yapay
Zeka tabanli ¢6ziim yaklasimlarina etmen tabanh Yapay Zeka, bu yondeki ¢oziim siireglerinin
tasarimina da etmen tabanl modelleme adi verilmektedir.

Egitmene Not
Egitmen o6grencilere, etmen tabanli modellemenin aslinda robotik sistemlere temel teskil
eden bir konu oldugunu ifade edecektir.

Benzer sekilde; bir insan olarak da gevreyle etkilesimlerimiz neticesinde kararlar alabilen ve
eylemler gergeklestiren unsurlar olarak etmen tabanli modellemeyle olan benzerliklerimiz
konusunda ornekler (6rnedin markette kasiyer ile olan iletigsimimiz, bir gocugun sicak bir
unsura elini degdirdigi zaman ulasti§i tecriibe: ‘sicaga dokunmamaliyim’..vs.) vererek,
etmen kavramina iligkin pekistirici ornekleri de vurgulayarak, 6grencilerin kavramlari daha
iyi anlamasini saglayacaktir.

1.2. Etmen Tabanli Modellemede Problem Tasarimi

Etmen tabanl ¢oziimlerin calisacagi problemlerde, etkin ¢oziim elde etmek adina birtakim
faktorlerin/bilesenlerin dikkate alinmasi ve bunlar altinda tanimlamalar yapilmasi gerekmektedir.

Egitmene Not

Egitmen ogrencilere insan ozellikleri ve eylemlerinden 6rnekler verir. Bu baglamda sayle bir
aciklama yapar: Ornegin, bir insanin goz rengi, boyu, kilosu gibi 6zellikler net degerler alan
degiskenlerdir. Yiirimek, kogsmak, konugmak gibi eylemler ise dinamik ¢oziim yollari; yani
fonksiyonlar gibidir. Bu dogrultuda diisiinerek, ozellikler ve eylemleri birlestirmek suretiyle
problemlere ¢oziimler iretiriz.

Egitmen ayrica robot siipiirgesi 6rnegini de irdeler. Robot siipiirgeyi bir etmen olarak kabul
edersek; kamera, kizilotesi gibi sensorler ile ¢evre algilama saglanirken, dinamik tepki
vericiler olarak gesitli motorlar, firgalar, mekanik kollar vs. ile problem ¢oziimii (gevreyi
temizlemek/siipiirmek) saglanir.

ilgili faktorleri/bilesenleri genel olarak soyle ifade edebiliriz:

e Etmen Sayisi: Coziimde kullanilacak etmenlerin sayisi, tek bir etmenin mi yoksa ¢ok
sayida etmenin mi (kolektif bir sekilde) galisacagi belirlenmelidir. Bazi problemler tek bir
etmen ile kolayca ¢oziilebilirken, bazi problemler de ¢ok sayida etmenin hem cevreyle
hem de birbirleriyle iletisim halinde olarak calismasini ve ¢oziime ulagmasini gerekli
kilmaktadir.
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Etmen Nitelikleri: Coziimde yer alacak etmenlerin sahip olacaklari muhtemel
parametreler ayni zamanda etmen nitelikleri olarak bilinmektedir. Bu parametreler,
etmenlerin eylemlerine, muhakemelerine ve gevreyle ya da diger unsurlarla (6rnegin diger
etmenler) etkilesimlerine yon verecek, diizenlenebilir degerler olmaktadir.

Etmen Eylemleri: Etmen eylemleri, ilgili etmenlerin gevreyle etkilesimleri ve gegerli nitelik
degerleri lzerinden karar siireclerini igletmelerini ve hatta eylemde bulunmalarini
icermektedir. Bu eylem yapilari aslinda birer fonksiyon olarak tanimlanmaktadir.

Cevre: Etmenlerin igerisinde bulunduklari gevrenin, en iyi etmen etkilesimleri igin sinirlar
ve karakteristik nitelikleri ile tanimlanmalari gerekmektedir.

Egitmene Not

Egitmen ogrencilere ‘etmen odakli problemler bagka neler olabilir?’ seklinde bir soru
yonlendirir. Cevabi drneklerle 6grenciler ile tartisir.

ifade edilen unsurlar ile etmenlerin icerisinde bulunacagi problemin de tanimlanmasi
gerekmektedir. Problemle ilgili olarak su tanim faktorleri onemlidir:

Problem Kisitlari: Problem ile ilgili ¢6zlimii temsil eden parametrelerin hangi kisitlar
altinda olacagi, etmen davranislari neticesindeki ¢iktilarin da gidisatini belirlemektedir.
Cevredeki Dinamik Unsurlar: Etmenlerin eylemleri neticesinde durumlari degisebilecek
dinamik cevrenin soz konusu olacagi gibi, cevrede yer alacak ve etmenlerin gelecek
davraniglarini sekillendirecek baska dinamik unsurlar da soz konusu olabilmektedir.
Ozellikle gok etmenli modellemelerde baska etmenler de dinamik unsurlar olarak kabul
edilmektedir. Yine tek veya cok etmenli problem c¢oziimlerinde cevreyle baglantili
degisken parametreli unsurlar da problem ¢oziimiini benzetim odakl problemler igin
daha uyumlu hale getirebilmektedir.

Egitmene Not

Egitmen 6grencilere robot siipiirgelerdeki problem tanim faktorlerinin neler oldugunu sorar
ve su dogrultuda tartigmayi yonlendirir: Evlerdeki robot siipiirgeler hareket ettikleri siirece
odalarin haritasini olusturabilmekte, aksi halde engellerle oda/ev sinirlarinin insa edilmesini
saglamaktadir. Sinirlar, dinamik unsurlar ve odiil/ceza fonksiyonlar sayesinde problem
kisitlari olarak algilanmakta ve robot siipiirgenin davranislar neticesinde hem
temizlik/siipirme saglanmakta hem de harita olusturularak gelecek eylemler iin 6grenilmis
planlamalar yapiimaktadir.

Odiil/Ceza Fonksiyonlari: Etmenlerin eylemleri sonrasinda gelecek kararlarini ve
eylemlerini diizenleyecek birtakim c¢evresel odiiller veya cezalar doniit olarak
verilebilmektedir. Bu 0diil ve cezalar gevredeki bazi unsurlarla etkilesimden dogabilecegi
gibi, etmenler igin tanimlanan kurallarla ya da etmenin ¢evrede hareket halinde oldugu her
asamada uygulanabilmektedir.
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Biliyor musunuz? \

Etmen tabanh modelleme anlasilacagi lizere; insanlarin ve diger canhlarin diinya tizerinde
cevreyle etkilesimine olduk¢a benzemektedir. Esasinda bu benzetime dayanarak
tasarlanan etmen tabanli modelleme Yapay Zeka’nin robotik uygulamalarinda da oldukga
onemli bir rol sahibidir. Yine Yapay Zeka’daki bir baska alan olan zeki optimizasyon
kapsami da etmen tabanh tasarimla iliskilendirilebilmektedir. Buna gére, dogadaki canli
davranislarinin zeki optimizasyonda kullaniimasi etmen tabanli tasarima benzemektedir.

- /

1.3. Q-Ogrenme ile Ogrenen Etmen Modelleme

Etmen tabanli ¢oziimlerde yapay zekanin makine 6grenmesi alaninda kullanilan 6grenme yontemi
takviyeli ogrenme (reinforcement learning) olarak bilinmektedir. Takviyeli 6§grenme gergek
hayattaki yagayarak ogrenme gibidir. Bu 6grenmede genel olarak su hususlar s6z konusudur:

o Ogrenmede 6diil/ceza manti§i vardir.

o Odiil olarak algilanacak degerler daha yiiksekken, ceza olarak algilanan degerler diisiik
degerler olarak tasarlanir.

e Takviyeli 6grenme yapan unsurun Odiil/ceza degerini belirleyen belli eylemler vardir
(duvara carparsan eksi 1 puan, garpmazsan -yoluna devam edersen- her zaman arti 1 puan
gibi).

e Takviyeli 6grenme yapacak unsur igerisinde bulundugu ortam/problem icin rastgele
eylemlerde bulunur ve ¢ok sayida eylemlerle en iyi tecriibenin kazaniimasi saglanir.

Etmen tabanli ¢coziimlerde takviyeli 6§renme icin kullanilan temel tekniklerden biri de Q-Ogrenme
(Q-Learning) olarak bilinmektedir. Q-Ofrenme’'de daha onceden tasarlanmis 6diil/ceza
puanlarinin yer aldigi bir tablo kullaniimak suretiyle, baslangicta ici bos olan yeni bir Q tablosunun
en uygun degerlerle doldurulmasi saglanir. Sekil 6.2a'da gosterildidi gibi; baslangig noktasi (start)
ve bitis noktasi (goal) gosterilen bir problemde, engellerin oldugu her kareye negatif, engelsiz
karelere ise pozitif puan verdigi diisiiniiliirse; Q-Ogrenme ile gerceklestirilen islem sonucunda,
etmenin Sekil 6.2b’de goriildigi gibi kendisini amaca gotiiren en uygun yolu bulmasi
saglanmaktadir. Bu ornekte soldaki goriintii onceden tasarlanmis odiil/ceza (puan)
tablosuyken, sagdaki goriintii baslangigta i¢i bos olan ama daha sonra en uygun yoldaki
degerlerin diger karelere gore daha yiiksek oldugu Q tablosudur.

(a) (b)
Sekil 6.2. Q-Ogrenme ile 6rnek bir problem akist.
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Q-Ogrenme’de etmen her seferinde rastgele adimlari denemekte ve bu paragrafi takiben verilen
formiil sayesinde mevcut Odiil/ceza tablosunu kullanmak suretiyle gelecek eylemlerinden
gelebilecek maksimum degerleri (tipki satrancta gelecek hamleleri diisiinmek gibi) dikkate
almakta; yine 6grenmesini etkileyen diger parametreleri ve yeni tablodaki ddiil/ceza degerini
harmanlayarak adim attigi eylemlerdeki degerlerin giincellenmesini saglamaktadir. Boylelikle iyi
eylemler zamanla daha fazla deger kazanirken, kotii eylemlerin degerlerinin zamanla azalmasi
saglanmaktadir.

eylem sonucunda dgrenilen deger

yeni
Q  (st,a1) « (1 —a)-Q(st,ae) + a . ( ry + o . max Q(s¢41,a) )
S—— ~ ~~ ~N~ a
eski deger Ogrenme orant odiil azalma degeri

gelecekteki tahmini maks. deger

Egitmene Not
Egitmen ogrencilere Q-Ogrenme formiiliinii su akisa benzer bir sekilde anlatir:

1. Q-O§renme teknigi galismadan 6nce elimizde eylemlerin puanlarini tagiyan bir tablomuz
olur. Bununla birlikte i¢i bos degerlerden (sifir) olusan puan tablosuyla ayni satir-siitundan
olusan bir Q tablosu tasarlariz.

2. Q-Ogrenme igin 6§renme orani ve azalma degeri olarak iki reel sayi belirleriz. Bu sayilar
ogrenme giiciinii ve sans faktoriinii etkiler.

3. Etmenimiz probleme gore ilk adimini atar.

4. Formiilde eylem sonucunda o6grenilen deder kismini hesaplamak igin etmenin gelecek
olasi adimlarinin biitiin kombinasyonlarindan (ilk basta bos tasarladigimiz ama zamanla
dolacak Q tablosundan) gelecek en biiyiik puani azalma degeri ile garpar ve eylem puanlarini
tasiyan tablodan etmenin attigi adima tekabiil eden 6diil degeriyle topladiktan sonra elde
ettigimiz degeri 6grenme orani ile ¢arpariz.

5. Dordiincii adim ile elde ettigimiz degeri Q tablosunda mevcut olan degerin lizerine ekler,
ardindan (1 - 6grenme orani) degeriyle garpariz.

6. Yeni elde ettigimiz deger, etmenin adim attigi Q tablosu hiicresindeki yeni deger olur.

7. Uciincii adimdan itibaren biitiin islem adimlarini bir durma sayisi/kriterine kadar tekrarlar,
boylece Q tablosunu dongiisel/iteratif bir sekilde giincelleriz.

1.4. Cok Etmenli Etkilesimler

Birden fazla etmenin varligi ¢cok etmenli modellemeleri ortaya gikarmaktadir. Bu modelleme
ozellikle gliniimiiz karmasik problemlerinin ¢6ziimiinde daha etkin sonuglar iiretebilmektedir. Cok
etmenli problem modellemelerinde etmenler arasi iligkiler, her bir etmenin ¢evreyle etkilegimi ve
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bagh olduklan gevresel diizenlemeler farkliliklar icerebilmekte, boylece karmasik diizendeki
problemlere adaptasyon daha kolay saglanabilmektedir.

o GEVRE

Sekil 6.3. Gok etmenli problem ortami (Web Kaynagi 6.2)

Eiki
Alam

skisel gruplar «— Etkilesim ———-

Egitmene Not

Egitmen, ¢ok etmenli modellemeye ornek olarak farkli karakterlerin birbiriyle etkilesimde
oldugu video oyunlarini érnek verir. Bu noktada, Braw stars ya da platform tabanl video
oyunlarda (6rnegin, Mario), karakterlerin nitelikleri, eylemleri, gevrenin diizenlenmesi ve
hatta ¢ok etmenli mantikta farkl karakterler arasi iliskileri etmen tabanli modelleme
odaginda ogrenciler ile tartigir.

2. TASARLA

Egitmene Not

Egitmen, bir kargo robotunun en uygun yol iizerinden kargo indirmesine yardimci olmak igin
bir problem modellemesi yapacaklarini anlatir. Buna gore, Sekil 6.4'te sol tarafta verilen
ortam icerisinde, beyaz karelerin izlenmesi suretiyle yesil kareye kargo indirilmesi
gerekmektedir. Buna gore robot beyaz karelerle gdsterilen herhangi bir yere
konumlandiginda yesil kareye olan uygun yolun rotasini ¢ikarabilmeli, siyah karelerin temsil
ettigi kargo depolarina takilmamalidir. Bunu saglamak icin ortamin o6diil/ceza degerli
modellemesi ayni sekilde sag tarafta verilmistir.
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Sekil 6.4. Kargo robotu etmen ve Q-Ogrenme modellemesi.

3. HAREKETE GEC

Ogrenciler Sekil 6.5'teki gibi ortami satir-siitun diizeninde modelleyip yesil, beyaz ve siyah kareler
icin degerleri olusturan kodlari yazar (Kodun tamami Github platformunda Hafta6 klasorii altinda
H6_etmen_kargo-problemi.py dosyasi kapsaminda paylasiimis durumdadir.):

_ortam satir_sayisi
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for satir_indeks in
or sutun_indeks in
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~ satir in oduller:
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np.zeros((ortam_satir_sayisi,

(G
( >

(
('
(
3

ortam_sutun_sayisi,

))
, ]

ortam_sutun_sayisi), - )

)]
)]

)]

)]

)]

gecitler[satir_ 1ndeks]
sutun_indeks] =

Sekil 6.5. ilgili problem igin model ortaminin kodlanmasi ve ekranda gosterilmesi
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24. ve 25. satirlardaki kodlar sayesinde modellenen ortam ekranda gosterilmis olur:

[-100.
[-100.
[-100.
[-100.
[-100.

[-1. -1. -1. I
[-100. -100. -100. -100. -180. -1. -100. -100.
B 1 L R T e R . e
[-100. -100. -108. -1. -100. -180. -180. -1.
T e [ e T S R R s I I |
[-100. -100. -100. -100. -100. -100. -100. -100.

Sekil 6.6. Modellenen ortam bilgisi

Ardindan robotun her hareketinde beyaz karede kalip kalmadigini belirleyen, her yeni hareket
dongiilerinde baslangi¢ noktasi atamasini yapan ve her yeni karede bir sonraki hareket noktasini
yeni Q tablosu ile belirleyen fonksiyonlar tanimlanir:

engel mi(gecerli_satir_indeks, gecerli_sutun_indeks):
f oduller[gecerli_satir_indeks, gecerli_sutun_indeks] == -

baslangic_belirle():
gecerli satir_indeks = np.random.randint(ortam_satir_sayisi)
gecerli sutun_indeks = np.random.randint(ortam_sutun_sayisi)
= engel_mi(gecerli_satir_indeks, gecerli_sutun_indeks):
gecerli_satir_indeks = np.random.randint(ortam_satir_sayisi)
gecerli_sutun_indeks = np.random.randint(ortam_sutun_sayisi)
gecerli_satir_indeks, gecerli_sutun_indeks

sonraki_hareket_belirle(gecerli satir_indeks, gecerli_sutun_indeks, epsilon):
np.random.random() < epsilon:
np.argmax(q_degerleri[gecerli_satir_indeks, gecerli_sutun_indeks])

np.random.randint( )
Sekil 6.7. Robot hareket mekanizmalarinin kodlanmasi
Bu noktaya kadar yazilan kodlar kapsaminda;

27. satir itibariyle yazilan engel_mi fonksiyonu robotun hareket etmesi sonrasi gelinen hiicrenin
engel (yani kargo indirilen siyah ya da hedef yesil kare) olup olmadigini tespit etmektedir.

33. satir itibariyle yazilan baslangic_belirle fonksiyonu robotun her yeni 6grenme dongiisiinde
rastgele beyaz karelerden birinden baglamasini saglanmaktadir. Bunun igin 36. satirda daha dnce
27. satir itibariyle yazilan engel_mi fonksiyonundan da faydalaniimaktadir.

41. satir itibariyle yazilan sonraki_hareket_belirle fonksiyonu robotun mevcut konumundan sonra
hareket edebilecedi sonraki konumu egitim sonunda elde edilen Q tablosundan belirlemektedir.
Bu noktada buradaki kod yapisina 6zel olarak belirlenen epsilon degeri de sans faktorii olarak
dikkate alinmaktadir. Buna gore, epsilon degerinden kiigiik olan rastgele bir deger lretilirse puan
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tablosundan maksimum degerin, esit ya da biiyiik rastgele bir deger lretilirse de bir baska
rastgele degerin (puan tablosu dikkate alinmadan) dondiiriimesi saglanmaktadir.

Robotun mevcut konumundan bir sonraki noktaya gitmesi icin ayri bir fonksiyon tanimlanir:

sonraki_noktaya_git(gecerli_satir_indeks, gecerli_sutun_indeks, hareket_indeks):
yeni_satir_indeks = gecerli_satir_indeks
yeni_sutun_indeks = gecerli_sutun_indeks
hareketler[hareket_indeks] == gecerli_satir_indeks >
yeni_satir_indeks -=
hareketler[hareket_indeks] == gecerli_sutun_indeks < ortam_sutun_sayisi -

yeni_sutun_indeks +=
hareketler[hareket_indeks] == and gecerli_satir_indeks < ortam_satir_sayisi -
yeni_satir_indeks +=
hareketler[hareket_indeks] == : gecerli_sutun_indeks >
yeni_sutun_indeks -=
yeni_satir_indeks, yeni_sutun_indeks

Sekil 6.8. Robot gelecek hareket mekanizmasi kodlanmasi

47. satir itibariyle yazilan sonraki_noktaya_git fonksiyonu sayesinde, robotun bir sonraki hareketi
satir siitun ekseninde belirlenmekte; yeni hareket noktasina gore robotun yukari hareketinde satir
degeri azaltilip, asagi hareketinde artirimakta, yine saga harekette siitun degeri artirilip, sola
harekette azaltilmaktadir.

4. YURUT

Bu asamaya kadar yazilan kodlari dikkate alarak, Robotun Q-Ogrenme ile egitimi sonrasinda
belirlenmis olan en uygun yolu verecek fonksiyon yazilir:

en_kisa_mesafe(basla_satir_indeks, basla_sutun_indeks):
f engel_mi(basla_satir_indeks, basla_sutun_indeks):

[]

gecerli_satir_indeks, gecerli_sutun_indeks = basla_satir_indeks, basla_sutun_indeks
en_kisa = []

en_kisa.append([gecerli_satir_indeks, gecerli_sutun_indeks])
I engel_mi(gecerli_satir_indeks, gecerli_sutun_indeks):
hareket_indeks = sonraki_hareket_belirle(gecerli_satir_indeks, gecerli_sutun_indeks, '.)
gecerli_satir_indeks, gecerli_sutun_indeks = sonraki_noktaya_git(gecerli_satir_indeks,
gecerli_sutun_indeks, hareket_indeks)

en_kisa.append([gecerli_satir_indeks, gecerli_sutun_indeks])
en_kisa

Sekil 6.9. Uygun yol tespiti fonksiyonu

Son olarak, robotun takviyeli 6§renmesini saglayacak; Q-Ogrenme ana fonksiyonu ve 6grenme
parametreleri kodlanir:
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4epsilon =
azalma_degeri
ogrenme_orani

adim in ( )i
satir_indeks, sutun_indeks = baslangic_belirle()

] t engel mi(satir_indeks, sutun_indeks):

hareket_indeks = sonraki_hareket_belirle(satir_indeks, sutun_indeks, epsilon)
eski_satir_indeks, eski_sutun_indeks = satir_indeks, sutun_indeks

satir_indeks, sutun_indeks = sonraki_noktaya_git(satir_indeks, sutun_indeks, hareket_indeks)
odul = oduller[satir_indeks, sutun_indeks]

eski_g_degeri = g_degerleri[eski_satir_indeks, eski_sutun_indeks, hareket_indeks]

fark = odul + (azalma_degeri * np.max(g_degerleri[satir_indeks, sutun_indeks])) - eski_g_degeri
yeni_qg_degeri = eski_g_degeri + (ogrenme_orani * fark)

q_degerleri[eski_satir_indeks, eski_sutun_indeks, hareket_indeks] = yeni_qg_degeri

( )

Sekil 6.10. Q-Ogrenme siireci kodlari

Son kod béliimiinde 78. satir itibariyle Q-Ogrenme déngiisii tanimlanmakta, buna gére range
fonksiyonu igerisinde verilen deger maksimum 6grenme adim sayisi olmaktadir.

80. satir itibariyle 6grenme esnasinda engel_mi fonksiyonundan faydalanilmaktadir. Yine her yeni
harekette sonraki_hareket_belirle fonksiyonu c¢adgirilarak robotun hareket ettiriimesi
saglanmaktadir.

84. satir ile 88. satirlar arasindaki kodlarla Q-Ogrenme formiilii iizerinden hesaplama yapilarak,
baslangicta bos tasarlanan q_degerleri adiyla temsil edilen Q tablosunda giincellemeler
yapiimaktadir.

Egitim sona erdiginde 89. satirdaki kod ile ekrana ‘Egitim tamamlandi. ibaresi yansitiimaktadir.

5. KARAR VER

5.1. Sonuclarin Gozlemlenmesi

Sekil 6.11'de gosterildigi gibi, egitilen robot Q tablosunda kendisini yesil kareye gotiirecek uygun
rotalan belirlemis oldudu igin kullanicidan herhangi bir baglangi¢ noktasi (satir ve siitun indeks
degerine gore) istenerek kargonun indirilmesi igin izlenecek yolun/rotanin ekrana yazdiriimasi
saglanir:

ogr_sonrasi_satir
ogr_sonrasi_sutun

(

2
en_kisa_mesafe( (ogr_sonrasi_satir), (ogr_sonrasi_sutun)))

Sekil 6.11. Baslangi¢ noktasina gore uygun yol/rota tespiti

91. satirda kullanicidan baglangig satir indeksi istenirken, 92. satirda ise baslangi¢ siitun indeksi
istenmektedir.

94. satirda, kullanicidan alinan bilgiler 1si§inda, en_kisa_mesafe fonksiyonu kullaniimak suretiyle
robotun yesil karede kargo indirmek igin izleyecegi rota ekrana yazdiriimaktadir.
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Ornegin satir indeksi 5, siitun indeksi 0 olmasi durumunda izlenecek rota su sekilde
goriintiilenebilmektedir:

Robotun harekete baslayacagi satir indeksini giriniz:5

Robotun harekete baslayacagi satir indeksini giriniz:
Kargo noktasina giden rota: [[5, @], [5, 11, [5G

5, 41, [5, 5],
» [8, 5]]

[
]

Sekil 6.12. Ornek yol/rota tespiti

PYTHON KODLARI:

import numpy as np

ortam_satir_sayisi = 11

ortam_sutun_sayisi = 11

g_degerleri = np.zeros((ortam_satir_sayisi, ortam_sutun_sayisi, 4))
hareketler = ['yukari', 'sag/, 'asagi', 'sol]

oduller = np.full((ortam_satir_sayisi, ortam_sutun_sayisi), -100.)
oduller[0, 5] = 100.

gecitler = {}

gecitler[1] = [i for i in range(1, 10)]

gecitler[2] = [1, 7, 9]

gecitler[3] = [i for i in range(1, 8)]

gecitler[3].append(9)

gecitler[4] = [3, 7]

gecitler[5] = [i for i in range(11)]

gecitler[6] = [5]

gecitler[7] = [i for i in range(1, 10)]

gecitler[8] = [3, 7]

gecitler[9] = [i for i in range(11)]

for satir_indeks in range(1, 10):
for sutun_indeks in gecitler[satir_indeks]:

oduller[satir_indeks, sutun_indeks] = -1.
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for satir in oduller:

print(satir)

def engel_mi(gecerli_satir_indeks, gecerli_sutun_indeks):
if oduller[gecerli_satir_indeks, gecerli_sutun_indeks] == -1.:
return False
else:

return True

def baslangic_belirle():
gecerli_satir_indeks = np.random.randint(ortam_satir_sayisi)
gecerli_sutun_indeks = np.random.randint(ortam_sutun_sayisi)
while engel_mi(gecerli_satir_indeks, gecerli_sutun_indeks):
gecerli_satir_indeks = np.random.randint(ortam_satir_sayisi)
gecerli_sutun_indeks = np.random.randint(ortam_sutun_sayisi)

return gecerli_satir_indeks, gecerli_sutun_indeks

def sonraki_hareket_belirle(gecerli_satir_indeks, gecerli_sutun_indeks, epsilon):
if np.random.random() < epsilon:
return np.argmax(q_degerleri[gecerli_satir_indeks, gecerli_sutun_indeks])
else:

return np.random.randint(4)

def sonraki_noktaya_git(gecerli_satir_indeks, gecerli_sutun_indeks,
hareket_indeks):

yeni_satir_indeks = gecerli_satir_indeks

yeni_sutun_indeks = gecerli_sutun_indeks

if hareketler[hareket_indeks] == 'yukari' and gecerli_satir_indeks > 0:

yeni_satir_indeks -= 1
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elif hareketler[hareket_indeks] == 'sag' and gecerli_sutun_indeks <
ortam_sutun_sayisi - 1:
yeni_sutun_indeks += 1
elif hareketler[hareket_indeks] == 'asagi' and gecerli_satir_indeks <
ortam_satir_sayisi - 1:
yeni_satir_indeks += 1
elif hareketler[hareket_indeks] == 'sol' and gecerli_sutun_indeks > 0:
yeni_sutun_indeks -= 1

return yeni_satir_indeks, yeni_sutun_indeks

def en_kisa_mesafe(basla_satir_indeks, basla_sutun_indeks):
if engel_mi(basla_satir_indeks, basla_sutun_indeks):
return []
else:
gecerli_satir_indeks, gecerli_sutun_indeks = basla_satir_indeks,
basla_sutun_indeks
en_kisa =[]
en_kisa.append([gecerli_satir_indeks, gecerli_sutun_indeks])
while not engel_mi(gecerli_satir_indeks, gecerli_sutun_indeks):
hareket_indeks = sonraki_hareket_belirle(gecerli_satir_indeks,
gecerli_sutun_indeks, 1.)
gecerli_satir_indeks, gecerli_sutun_indeks =
sonraki_noktaya_git(gecerli_satir_indeks,
gecerli_sutun_indeks, hareket_indeks)
en_kisa.append([gecerli_satir_indeks, gecerli_sutun_indeks])

return en_kisa

epsilon = 0.9
azalma_degeri = 0.9

ogrenme_orani = 0.9
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for adim in range(1000):
satir_indeks, sutun_indeks = baslangic_belirle()
while not engel_mi(satir_indeks, sutun_indeks):
hareket_indeks = sonraki_hareket_belirle(satir_indeks, sutun_indeks, epsilon)
eski_satir_indeks, eski_sutun_indeks = satir_indeks, sutun_indeks
satir_indeks, sutun_indeks = sonraki_noktaya_git(satir_indeks, sutun_indeks,
hareket_indeks)
odul = oduller[satir_indeks, sutun_indeks]
eski_g_degeri = g_degerleri[eski_satir_indeks, eski_sutun_indeks,
hareket_indeks]
fark = odul + (azalma_degeri * np.max(q_degerleri[satir_indeks, sutun_indeks]))
- eski_q_degeri
yeni_q_degeri = eski_qg_degeri + (ogrenme_orani * fark)
g_degerleri[eski_satir_indeks, eski_sutun_indeks, hareket_indeks] =
yeni_g_degeri

print('Egitim tamamlandi.")

ogr_sonrasi_satir = input('Robotun harekete baslayacag satir indeksini giriniz:")

ogr_sonrasi_sutun = input('Robotun harekete baslayacag satir indeksini giriniz:")

print('Kargo noktasina giden rota:',

en_kisa_mesafe(int(ogr_sonrasi_satir), int(ogr_sonrasi_sutun)))

Diisiin, tartis...

Surilictisiiz otomobilleri etmen tabanli modelleme ile kazalari ve trafik problemlerini
onlemek igin yeniden tasarlayabilir miyiz? Soruya yonelik 6grenci gérisleri sinif
ortaminda paylasilip tartisilabilir. Ayrica Web ortamindaki alternatif dislinceler de
arastirilarak yorumlanabilir.
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,ic

.~ Insansi robotlar bilimi sevdirecek

Diinyadan Haberler \

Cumhurbaskanhgi Millet Kutiiphanesi Teknoloji Atolyesi’'nde 13-15 yas grubundaki
gocuklari bilim ve teknoloji galismalarina yoénlendirmek amaciyla ‘insansi robot’
egitimi verilmeye baslandi.

Atolyelerde alti kisilik yapilan etkinlikte, insansi gévde ve eklem yapisina sahip
robotlarin galisma prensipleri ile islevleri ele aliniyor. Cumhurbaskanligi Millet
Kitliphanesi Egitim Merkezi ve Atdlyeler Koordinatdri Ayhan Bozkurt, TUBITAK
tarafindan kurulan bilim ve teknoloji atélyelerinde gocuklara, robotlarin ne oldugunu
anlatacaklarini belirtti. Bozkurt, sdyle devam etti:

“iki tane insansi robot iizerinden gézlem yapacaklar. Bizim sorularimiz olacak.
Onlara, ‘biz robot olsaydik bizi nasil programlarlardi, hangi direktifleri vereceklerdi’
gibi sorularla insansi robotlara yénelik farkindalik olusturmak istiyoruz. Amacimiz,
cocuklarin bilim ve teknolojiye olan meraklarini artirmak, onlarin o alanda ¢alismalar
yapmalarini saglamak ve tetiklemektir. Onlarin gercek anlamda bir robot gérerek bu
tarz ¢alismalarla bilime ve teknolojiye yénelmelerini saglamaktir.” Daha 6nceki
egitimlerde, c¢ocuklarin robotlara yonelik ilgilerinin fazla oldugunu gorduklerini
aktaran Bozkurt, etkinliklerin devam edecegini bildirdi (Web Kaynagi 6.3).

\_ /

6. ILAVE ETKINLIK

Egitmene Not
Egitmen, dgrencilere ceza/ddiil fonksiyonuna sahip olmayan; basit yapida ¢ok etmenli bir
model tasarimi gelistireceklerini belirtir.

Bu ornekte etmenlerin aralarinda sayisal deger (varlik) paylagimi yaptigi bir akis
kurgulanmistir.

Ogrenciler, ilk olarak pip install mesa komutu ile etmen tabanli modelleme icin kullanilan, mesa
adli bir baska Python kiitiiphanesini kurarlar (Web Kaynag 6.4).

Ardindan bu paragraf akabindeki komutlar kodlayarak standart bir etmen modelini tasarlarlar
(S6z konusu uygulama, Github platformu Haftab klasorii altindaki iki dosya altinda:
H6_etmen_2_model-kodu.py ve H6_etmen_2_model-ornegi.py ile paylasiimis durumdadir):

Sekil 6.13'te gosterildigi gibi 6grenciler gerekli kodlari yazar.

1 nolu kod satirinda yapay zeka kiitiiphanesi olan mesa kiitiiphanesinin Agent ve Model siniflarini
cagirir.

2 nolu kod satirinda “Etmen” isminde bir sinif olusturur.
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4-5-6 nolu kod satirinda “Etmen” sinifin igerisine def__init__ isminde bir fonksiyon ile her bir
etmen igin id tanimlanir.

7 nolu kod satirinda “Cevre” isminde bir sinif olusturur.

9-10 nolu kod satirinda “Cevre” sinifin i¢erisine def__init__isminde bir fonksiyon ile N adet etmen
sayisi tanimlanir.

12-13 nolu kod satirlarinda olusturulan bir for dongiisii ile Etmen sinifi ¢agirilarak etmen
tanimlamalari yapilmak suretiyle a degiskenine aktarilir.

‘rom mesa import Agent, Model
Etmen(Agent):

__init_ ( , unique_id, model):
()._init_ (unique_id, model)
.varlik =
;s Cevre(Model):

f __init_ ( 5 N):
.num_agents = N

.num_agents):

Sekil 6.13. Baslangig varligi ve etmenlerin yer alacagi ¢cevre kod ekrani

Egitmene Not

Egitmen ogrencilere, onceki asamada yazilan etmen ve gevre kodlarini takiben, bu not
akabinde gosterilen kod satirlarini entegre ettirerek, her kod satirinda kod satirinin ne
anlama geldigi ile ilgili sorular sorar ve tartisir.
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m mesa import Agent, Model
from mesa.time import RandomActivation
lass Etmen(Agent):

lef _dinit_ ( , unique_id, model):
()._init__ (unique_id, model)
.varlik =

lef step( )

( .unique_id) +". ")
s Cevre(Model):

- __init_ ( 5y N2
.num_agents = N

roiodn ( .num_agents):
a = Etmen(i, )
.schedule.add(a)
- step( )

.schedule.step()

Sekil 6.14. Etmen ve ¢evre modeli kodlanmasi

Yeni eklenen kodlarda RandomActivation kiitiiphane bileseni ile etmenlerin gevre icerisinde bir
adimlik eylem gerceklestirmeleri saglanabilmektedir. Eylemlerde her adim step fonksiyonu ile
karsilanmakta, her adimda herhangi bir etmen kendi sira numarasini sdylemektedir.

Egitmene Not

Egitmen, sonraki asamada ogrencilere yeni bir Python kod dosyasi agtirarak, onceki
asamada kodlanan etmen modelinin kaydedilip, yeni kod ortamina import edilmesini saglar.

etmen_modeli
yeni_model = Etmen( )

yeni_model.step()
Sekil 6.15. Adimlar esliginde etmen modellenmesi

Bu kod ornegi ile birlikte rastgele 10 etmenin otomatik olarak olusturulmasi saglanir.

Calistinlan kod &rnedgi ile kendilerini ifade eden rastgele 10 etmenin olusturuldugu gozlenir (Sekil
6.16).
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Merhaba,
Merhaba,
Merhaba,
Merhaba,
Merhaba,
Merhaba,

Merhaba,
Merhaba,
Merhaba,
Merhaba,

Roooh,k,oedwummwumN

Sekil 6.16. Cahistirilan kod 6rnedi sonucunda calisan farkli etmenlerin gcalismasi

Sonraki agamada, kendi degerini (varlik) kontrol eden ve eger varsa rastgele baska bir etmene
bagis yapan bir fonksiyon yapisi, dnceden yazilan ve etmen model dosyasi icerisinde yer alan
step fonksiyonu diizenlenerek eklenir:

step( -
.varlik ==

baska_etmen = .random. choice( .model.schedule.agents)
baska_etmen. varlik +=
. varlik -=

Sekil 6.17. Etmenler arasi etkilesimin kodlanmasi

S6z konusu ekleme sonrasi modelin import edildigi yeni kod dosyasi igerisinde 10 adet etmen
olusturma koduna ek olarak etmenlerin 10 adimlik eylemde bulunmasini saglayan kod yapisi
eklenir:

etmen_modeli
yeni_model = Etmen( )

i (10):
yeni model.step()

Sekil 6.18. Biitiin etmenler i¢in dongiisel akisin kodlanmasi

Ogrenciler, yeni step fonksiyonu neticesinde galistirilan kod yapisi ile her bir etmenin 10 adim
sonunda sahip olduklar degerlerin grafiksel gosterimini goriintiiler. Bunun igin matplotlib.pyplot
kiitiphanesi ile birlikte etmenlerin son degerlerinin bir araya toplandigi degisken iizerinden
goriintiileme yapilr.

etmen_varlik = [a.varlik yeni_model.schedule.agents]

plt.hist(etmen_varlik)

Sekil 6.19. Etmen hareketlerinin gorsellestiriimesi
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Sekil 6.20. 10 adimlik etkilesim sonrasinda degerlerin dagilimi

S0z konusu bulgularin daha genis 6lciiye taginmasi igin her 10 adimlik siirecin toplamda 100 farkl
senaryoda meydana geldigi bir yapr tasarlanir. Bunun igin Sekil 6.21°de oldugu gibi,
butun_varliklar adi altinda bir degisken olusturulup, etmen olusturma kodlarinin adimlik bir
dongiiye alinmasi ve ekrana gizdirilen grafigin butun_varliklar degiskeni iizerinden yeniden
Gizdirilmesi saglanir:

n etmen_modeli

butun_varliklar

j in (100):
yeni_model = Etmen( )
. (10):

yeni_model.step()

etmen yeni_model.schedule.agents:
butun_varliklar.append(etmen.wealth)

matplotlib.pyplot plt

plt.hist(butun_varliklar, bins= (butun_varliklar)+ ))

Sekil 6.21. Genel deger (varlik) dagiiminin gorsellestirilmesi

Kodun c¢alistinlmasi neticesinde onceki grafikten daha genel bir histogram dagilimi
gorintilenmis olur:
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Sekil 6.22. 10 adimlik etkilesimin 100 dongii (etkilesim senaryosu) sonrasina tekabiil eden
degerler dagilimi

\ Etmen Tabanlh
Fabrika Robotlari!

PYTHON KODLARI:

#model kod yapisi
from mesa import Agent, Model
from mesa.time import RandomActivation

class Etmen(Agent):

Baslangig varlik degerine sahip bir etmen.

def __init__(self, unique_id, model):
super().__init__(unique_id, model)
self.varlik = 1

def step(self):

# Etmenin her adimda gerceklestirecegi eylem

print ("Merhaba, ben etmen " + str(self.unique_id) +".")

class Cevre(Model):

Etmenlerin yer alacagi cevre.
def __init__(self, N):

self.num_agents = N
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# etmenlerin olusturulmasi
for i in range(self.num_agents):
a = Etmen(j, self)
self.schedule.add(a)
def step(self):
if self.varlik == 0:
return
baska_etmen = self.random.choice(self.model.schedule.agents)
baska_etmen. varlik += 1

self. varlik -= 1

#ornek problem ¢6ziimii (10 etmen tanimli)
from etmen_modeli import Etmen
yeni_model = Etmen(10)
foriinrange(10):
yeni_model.step()
import matplotlib.pyplot as plt
etmen_varlik = [a.varlik for a in yeni_model.schedule.agents]

plt.hist(agent_varlik)

#ornek problem ¢oziimii (10 etmen ve 100 dongii tanimli)
from etmen_modeli import Etmen
butun_varliklar = []
for j in range(100):
yeni_model = Etmen(10)
foriinrange(10):

yeni_model.step()

for etmen in yeni_model.schedule.agents:
butun_varliklar.append(etmen.wealth)

import matplotlib.pyplot as plt

plt.hist(butun_varliklar, bins=range(max(butun_varliklar)+1))
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Egitmene Not

Egitmen, bu haftaki egitim hakkinda 6grencilerin ilgisini arttirmak ve yeni 6grenilen bilgileri
onceden ogrenilen bilgiler ile karsilastirmalarin saglamak i¢in asagida maddeler halinde
verilen sorular tartisir.
e lgili haftada ele alinan yapay zeka uygulamalarina uygun ornek veri setleri neler
olabilir?
e lgili haftada ele alinan veri setlerinin yapay zeka teknik ve kiitiiphanelerinde ne
derecede basarim etkisi olmustur?
e llgili haftada 6gretilen yapay zeka teknigi ile uyumlu ve uyumsuz olabilecek agik
erigsimli veri seti cesitleri sunan (kaagle, github vs.) internet sitelerinden elde
edilecek farkli veri gesitleri ile yapay zeka teknigi uyumlulugunu sorar.

Egitmene Not
Egitmen, dgrencilerin 5. ve 6. Hafta icerisinde elde ettikleri bilgi-becerileri degerlendirmek,
aktif katihmlarini saglamak ve onlari gelecek haftalara motive etmek icin ‘Kahoot'
uygulamasini ya da benzeri bir Web 2.0 uygulamasini kullanarak ‘bilgi yarnigmasi’
diizenleyebilir.

5. ve 6. Hafta baglaminda sorulabilecek sorular; Yapay Sinir Aglari temelleri/uygulamalari,

Etmen Tabanli Modelleme yaklasimi ve ve Etmen Tabanli Modelleme ile uygulamalar
hakkinda olabilir.

Kaynakca

Web Kaynag 6.1: http://www.incompleteideas.net/book/ebook/node28.html

Web Kaynagi 6.2: https://www.researchgate.net/publication/324808821_Self-

Reconfigurable_Manufacturing_Control_based_on_Ontology-Driven_Automation_Agents

Web Kaynagi 6.3: https://www.hurriyet.com.tr/yerel-haberler/ankara/insansi-robotlar-bilimi-
sevdirecek-41850836

Web Kaynag 6.4: https://mesa.readthedocs.io/en/master/tutorials/intro_tutorial.html
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7. Hafta: Zeki Optimizasyon

On Bilgi:

Optimizasyon kavraminin temelleri 6grenebilecektir.

Python kodlamada ddngiiler, fonksiyonlar ve kiitiiphane yapilarinin kullanimi (Bu konuda
Python anlatim videolarn: 10-11. Dongiiler, 13. Fonksiyonlar, 14. Python Kiitiiphane
Kullanimi yardimci arag olarak kullanilabilecektir).

Haftanin Kazanimlari:

Ogrenciler optimizasyon kavramini kavrar.

Ogrenciler optimizasyon tabanl problem modelleri tasarlayarak uygular.

Ogrenciler optimizasyona dayanan ¢oziim siireclerini yorumlamayi kavrar.

Ogrenciler yapay zeka alani kapsamindaki zeki optimizasyon yontemini anlar.

Ogrenciler Python programlama dilini kullanarak genetik algoritma program kodunu
yazabilir.

Ogrenciler Python programlama dilini kullanarak karinca koloni optimizasyonu program
kodunu yazabilir.

Ogrenciler, 6rnek bir probleme gdre zeki optimizasyon coziimii gerceklestirme yetenegi
kazanir.

Ogrenciler zeki optimizasyon algoritmalarinin davranislarini degerlendirerek yorumlar.
Ogrenciler zeki optimizasyon siireclerinin Yapay Zeka alani agisindan 6nemini kavrar.

Haftanin Amaci:

Bu haftanin amaci, “zeki optimizasyon” kavraminin tiim 6g§renciler tarafindan dogru bir sekilde
kavranmasini saglamaktir. Haftanin bir diger amaci da zeki optimizasyona temel teskil eden
doga esinli kolektif davranislarla zeki optimizasyon tasarlama mantigini yorumlama
noktasinda istendik bilgi birikimini aktarmaktir. Bu kapsam icerisinde o6grencilerin Python
programlama dilini kullanarak Genetik Algoritma ve Karinca Koloni Optimizasyonu olarak
bilinen 6nemli zeki optimizasyon algoritmalarinin kullanimi konusunda yeterlikler elde etmesi
de saglanacaktir.

Kullanilacak Malzemeler:

Bilgisayar, kagit, kalem, Python kod editorii, ornekler icin ¢ikti gorselleri

Haftanin islenisi:

Algila: Ogrenciler optimizasyon ve zeki optimizasyon kapsamindaki temel kavramlari
tanimlayip yorumlayabilir.
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Tasarla: Ogrenciler farkli zeki optimizasyon algoritmalariyla 6rek problemler igin ¢éziim
stiregleri tasarlayabilir. Bu hafta igin Github platformu (https://github.com/deneyapyz/lise/)
ile etkilesim Tasarla agamasi ile baslatilabilmektedir.

Harekete Geg: Ogrenciler Python programlama dili ile zeki optimizasyon tabanl ¢oziim
yaklasimi olusturup uygulayabilir.

Yiiriit: Egitmenler 6grenciler ile etkilesimli bir bicimde farkh zeki optimizasyon algoritmalarini
calistiir ve genel ¢oziim akisini degerlendirir. Ogrenciler ise ilgili dogrultuda zeki
optimizasyon siireglerini kodlayip ¢oziim siireglerini uygulayabilir.

Karar Ver: Ogrenciler alternatif yapay zeka modelini diizenleyerek / kodlayarak ¢oziim
iretebilir.

1. ALGILA

1.1. Optimizasyon Kavrami

Egitmene Not

Egitmen, 6grencilere “optimizasyon” kavraminin ne anlama geldigini sorar ve tartisir. Gergek
hayattan drneklerle bilinen birtakim ¢oziimlerin aslinda optimizasyonla iliskili oldugunu agiklar.
Boylece 6grencilerin konuya dikkatini geker.

Optimizasyon ya da baska bir deyisle ‘en iyileme’ kavrami, genel olarak bir problemin ¢oziimiinde
en uygun parametrelerin tespit edilmesi olarak bilinmektedir. Optimizasyon aslinda giinliik
hayatta sayisal tahminlerde bulunurken ya da aklimizdan planlamalar yaparken
gerceklestirdi§imiz ¢oziimlerin bilimsel ifade edilis seklidir. Daha genel anlamda optimizasyon
kavraminin matematik ile baglantisi, degeri bilinmeyen denklem degiskenlerinin bulunmasi
seklinde olmaktadir.

Matematiksel anlamda optimizasyon, denklemlerle modellenmesi yapilmig bir problem igin
bilinmeyen degerlerin bulunmasina karsilik gelmektedir.

Optimizasyonu matematiksel olarak ifade etmek icin fonksiyon gdsterimleri kullaniimaktadir.
Ornegin, y ile gosterilen yazili sinavi puani ve s ile gosterilen sozlii sinavi puani dikkate alinmak
izere, y'nin %601 ve s'nin %40'inin alinmasi hesaplanacak ders basari puani DB su sekilde
gosterilebilmektedir:

DB(y, s) = (0,6 *y) + (0,4 * 5)
DB fonksiyonunda bir dersten basarili olmak igin basari puaninin en az 60 olmasi gerektigini kabul

edersek, yazilidan (y) 50 alan bir 6grencinin, sozliiden (s) en az kag almasi gerektigini bulmak,
optimizasyona tekabiil etmektedir. Burada denklemdeki 0,6 ve 0,4 katsayi olarak bilinmekte, y ve
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s ise degisken olarak ifade edilmektedir. Eger fonksiyona +10 puan kanaat puani eklenecek
olursa bu deger de sabit olarak isimlendirilmektedir.

Egitmene Not

Egitmen ogrencilere, 50 yazili puani karsisinda, sozliiden en az 75 puan alinirsa basarili
olunacagini, 75'ten daha fazla puanlarin da bu kapsamda kabul edilebilecegini agiklar. Bununla
birlikte 0grencilerden benzeri bir matematiksel model tasarlayip tasarlayamayacaklarini sorar
ve tartigir.

DB fonksiyonunun hesaplanmasi aklimizdan c¢ozebilecegimiz bir optimizasyon problemidir.
Bununla birlikte gercek diinyadaki bircok problem optimizasyon modellenmesiyle
coziimlenebilmektedir. Ornek olarak:

e Eldeki hammaddeleri en az kayipla kullanip istenilen olciilerde iiriin elde etmek bir
optimizasyon problemidir.

e Bir ingaatta istenilen yiikseklik ve genislikteki odalarda, en iyi giines 151§ oranini elde
etmek icin belli sayidaki pencerelerin hangi noktalara konumlanmasi gerektigi
optimizasyon problemi olmaktadir.

o Belli ozellikleri baskin kimyasal bir maddeyi elde etmek igin yiizlerce bilesenden kagar
gram karistiriimasi gerektigi optimizasyon ¢oziimlemesini gerekli kilmaktadir.

e 10 farkh sehirden hangilerinin ziyaret edilmesi neticesinde en kisa mesafe ile en az yakit
tiiketiminin saglanacagi sorusu bir optimizasyon ¢oziimiinii isaret etmektedir.

Ozellikle miihendislik tabanli optimizasyon problemleri daha yiiksek dereceli olabilmekte (yani
degiskenler daha yiiksek iistel sayilarda temsil edilmekte), ayni anda gok daha fazla degerin
bulunmasini gerekli kilabilmekte ve daha karmasik fonksiyonlara tekabiil edebilmektedir. Boyle
durumlarda tiirev gibi daha ileri diizey matematiksel ¢oziimler kullanilmaktadir.

Optimizasyon problemleri modellenirken su hususlar da oldukga 6nemli olmaktadir:

e Degeri bulunmasi gerekli olan degiskenlerin sinir degerleri [Ornegin, DB probleminde yazili
(y) ve sozlii sinav (s) degiskenleri en az 0 (sifir), en fazla 100 (yiiz) olmalidir.] dikkate
alinmalhdir.

e Ayni anda birbirleriyle iliskili birden fazla fonksiyonun dikkate alinmasi gerekebilmektedir.
Ornegin bir sirkette K fonksiyonu ile kari yiikselten degiskenler bulmaya calisilirken, ayni
anda Z fonksiyonu ile zarar en az tutmaya ¢alisan degiskenler bulunabilmekte; ayni anda
iki fonksiyonda da yer alan personel sayisi seklindeki bir degisken icin her iki fonksiyonu
da saglayan en uygun (optimum) deder bulunabilmektedir.

e Bazioptimizasyon problemleri dogrudan bilinmeyen degerlerin bulunmasina odaklanirken
(stirekli optimizasyon) bazilari hilinen ¢oziimlerin hangi kombinasyonlarinin daha iyi
olacagini bulmak igin (kombinasyonel optimizasyon) modellenmektedir.

Sekil 7.1'de optimizasyonun modellenmesi ile ilgili problemlere yonelik farkli siniflar temel
karakteristikleri ile kisaca ifade edilmistir.
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Optimizasyon

Fonksiyon sayilarina gére Bulunmaya galisilan degerlere gére
. e Suirekli Optimizasyon
Tek Amagli Optimizasyon B .
o0l ot (Dogrudan bilinmeyen
(Bir fonksiyon var) deer tespit adiliyor) |
Cok Amagh Optimizasyon Kombinasyonel Optimizasyon
(Birden fazla fonksiyon (Halihazirda bilinen ¢éziimlerden en
' var). ~ uygun kombinasyon bulunuyor) |

Egitmene Not

Egitmen ogrencilere farkli optimizasyon modelleme sekillerine yonelik drnekler vererek,
konunun irdelenmesini saglar. Bu konuda 6grencilerden de ornekler istenerek konu tartigilir.

Sekil 7.1. Farkli optimizasyon modellemeleri

1.2. Zeki Optimizasyon Kavrami

Matematikte bilinen klasik optimizasyon yontemleri, karmasikli§i yiiksek ve oldukca fazla
degisken iceren problem modellerinde basarili sonug verememektedir. Bunun neticesinde
temellerini dogadaki canli siiriilerinin is birligi igerisindeki, sans faktorii iceren eylemlerinden alan
yapay zeka tabanli optimizasyon algoritmalari geligtirilmistir.

Zeki optimizasyon, makine 0grenmesi kapsaminda oldugu gibi ©grenme siireci
gerektirmemektedir. Daha ¢ok dongiler yardimiyla en uygun degerlerin tespit edilmeye
calisiimasina dayanmaktadir. Bunu saglamak igin de algoritmalar tasarlanirken su mekanizmalar
isletilmektedir:

e Tipki etmen tabanl modellemede oldugu gibi N sayida etmenin tanimi yapilmaktadir. Bu
noktada etmen tabanl modellemeden farkli olarak bu ¢oziim unsurlari sadece sayi ya da
kombinasyon aramakla sorumludur. Her etmen algoritma baslangicinda rastgele
degerlerle eslenerek aramaya baslamaktadir. Bu siire¢ tipki ¢ok sayida kisinin ayni
problemi ¢ozmek igin ugrasip elde ettikleri sonuglara gore birbirleriyle yardimlagmalari
gibidir.
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e Problemle baglantili olarak N sayida etmen rastgele hareketlerle problem modeline
(denkleme/fonksiyona) konulacak degerler tiiretmekte ve her bir etmenin hesapladig
nihai degerlerle en uygun (en kiigiik/minimum ya da en biiyiik/maksimum) sonucu veren
degerler tespit edilmektedir.

e N adet etmen arasinda belli bir agamada en uygun degeri verene digerleri sayisal olarak
yaklastirnimaya calisiimakta, bu siireg belli bir dongii sayisi boyunca isletilmektedir.

e Zeki optimizasyonu saglamak i¢in farkli matematiksel mekanizmalarla tasarlanan ve
dogadaki canlilardan (kuslar, bocekler vs.), insan topluluklarindan ve hatta dinamik
olgulardan (mevsimsel degisimler, fizik kanunlariyla baglantili olaylar, gigek tozlagmasi,
akarsularin akisl vs.) esinlenen, bilinmeyen degerleri arama yolunda kendi i¢ farkliliklarini
iceren algoritmalar tasarlanabilmektedir. Farkli algoritmalarda N adet ¢oziim unsurlarini
tarif etmek icin algoritma esin kaynagina gore pargacik, birey, ari, karinca gibi isimler
kullanilabilmektedir.

Optimizasyon igerisinde tasarlanan modeller gorsel olarak incelendiginde Sekil 7.2'dekine benzer
bir ¢oziim siireci elde edilmis olmaktadir. Sekilde goriildiigii gibi, bulunmaya galigilan en uygun
diisiik degeri bulmak soldan saga dogru belli bir siireci gerekli kilmaktadir. Bu sirada istenilen
degere ulasma sirasinda cesitli engeller ve yanls tespitlerde bulunmak da olasidir. Bu nedenle
zeki optimizasyon garanti ¢oziim sunmayan, ancak miimkiin oldugunca etkili ¢oziimlerle gergek
hayattaki problemlere basarili sonuglar lireten algoritmalar igermektedir.

(a) , (b) (<)

Sekil 7.2. Gorsel olarak tipik bir optimizasyon siireci (Web Kaynagi 7.1)

1.3. Genetik Algoritma ile Zeki Optimizasyon

Zeki optimizasyon konusunda ylizlerce algoritma bulunmaktadir. Ancak bunlardan bazilarn
konuyu anlamak ve baslangig icin daha idealdir. Genetik Algoritma da yapisi itibariyle buna en
uygun algoritmalardan biridir. Genetik Algoritma, giicli ve basarli olan ¢6ziim unsurlarinin
ozelliklerinin yeni ¢oziim unsurlarina aktarilarak basari sansinin artirildigi bir zeki optimizasyon
algoritmasidir. Buna gore mevcut popiilasyonlardan (¢6ziim unsurlarindan) problem fonksiyonu
icin nispeten daha iyi deger tretenler birbirleriyle eslestirilerek daha basarili yeni nesil bireylerden
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popiilasyonlar elde edilmektedir. Hedeflenen dongii adimlar boyunca nesillerin ayni sekilde
tiretilmesine devam edilmektedir. Genetik Algoritma orijinal yapisi itibariyle bir sirekli
optimizasyon algoritmasidir.

Genetik Algoritma’da bireylerin her biri problem fonksiyona ait aranilan degerleri tutmak adina
gen adi verilen bilesenlerle tanimlanmaktadir. Genel olarak kodlama adi verilen bu siireg ile
ornegin bes bilinmeyen degiskeni olan bir problem icin N tane bireyin her birinde beser adet
deger/gen tutulmaktadir. Buradan hareketle her birey bir tiir kromozom ile temsil edilir. Genetik
Algoritma’nin her yeni dongiisiinde, ilgili bireylerin tasidi§i degerler (genler) problem
fonksiyonuna konularak fonksiyon sonuglari (uygunluk fonksiyonu degerleri) iiretiimekte, belli
sayidaki en iyi degerleri bulan bireyler arasi gen degisimleri (caprazlama/crossover) ve belli
genlerin de yeni degerlerle degistirilmesi (mutasyon) suretiyle eski popiilasyon yerine yeni nesil
popiilasyon (ebeveynlerin yerine g¢ocuklar) elde edilerek bir sonraki ddngiiye gegilmektedir.
Genetik Algoritma basarili olan ¢oziimleri gelecek siireclere tasiyabilmesi nedeniyle Evrimsel
Algoritmalar arasinda kabul edilmektedir. Sekil 7.3 bu ¢ergevede Genetik Algoritma adimlarini
kisaca gorsellestirmektedir.

Egitmene Not

Egitmen ogrencilere Genetik Algoritma’daki kodlama, ¢aprazlama, ¢aprazlama igin birey
(etmen) eslestirmeleri gibi siireglerin birgok farkli sekilde yapilabildigini agiklayarak, Genetik
Algoritma’nin temellerindeki evrimsel siireclere vurgu yapar. Ayrica bu mekanizmalari canhlar
arasindaki kalitimsal ozelliklerin aktarilmasina baglayarak konunun pekismesini saglar.

[ Bagla ] —»| YeniPopiilasyon Olusturulmas:

Baslangi¢ Popiilasyon
Olugturulmasi

v Hayir

Kriter Saglandi m1?

Uygunluk Degerlerinin
Hesaplanmasi

v

= Secme
*  Caprazlama
=  Mutasyon

A

Sekil 7.3. Genetik Algoritma'nin genel akisi (Web Kaynagi 7.2)

Diisiin, tartis...

Dogadaki canhlar (6rnegin kuslar, arilar) problemlerini ¢ozme konusunda ne sekillerde is
birlikleri yaparlar? Bunlarin zeki optimizasyona yansimasi nasil olabilir? Sorulara dair 6grenci
gorisleri sinif ortaminda tartisilabilir ve bu konuda Web ortamindaki alternatif diistinceler
incelenerek yorumlanabilir.
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1.4. Karinca Koloni Optimizasyonu ile Zeki Optimizasyon

Karinca Koloni Optimizasyonu, kombinasyonel optimizasyon s6z konusu oldugunda, konuyu
anlamak icin en uygun algoritmadir. S6z konusu algoritma, karincalarin yiyecek kaynaklarina
giden yollar birbirlerine isaret etmek icin kullandiklari biyolojik mekanizmalara dayanan bir zeki
optimizasyon algoritmasidir. Buna gore karincalar, gergek diinyada yiyecek yollarini isaretlemek
icin feremon (pheremone) adi verilen bir madde salgilamaktadir. Bu yolla yiyeceklere giden en
uygun yollar, stiriiler icin algilanir hale gelmektedir. Benzer sekilde kombinasyonal optimizasyon
¢oziimleri icin algoritma icerisinde tanimlanmis dediskenler birer feremon gorevi gormekte,
feremon degisken degerleri yiiksek olan ¢oziim kombinasyonlari bir fonksiyon iizerinden tespit
edilebilmektedir.

Egitmene Not

Egitmen o6grencilere kombinatoryal ve siirekli optimizasyon arasindaki farkliliklari, ¢oziim
unsurlan halihazirda bilinen; gezgin satici problemi (TSP: Travelling Salesman Problem)
izerinden orneklendirerek aciklar.

Karinca Koloni Optimizasyonunda karinca adi verilen her bir pargacik ve kurulan problem modeli,
su mekanizmalara dayanarak optimizasyon ¢oziimiinii desteklemektedir:

e N adet her bir karincanin tasidi§i feremon degerleri vardir. Benzer sekilde, problem
kapsaminda aralarinda potansiyel bag oldugu diisiiniilen unsurlar da (6rnegin en kisa yol
bulunmasi istenen farkl sehirler arasi yollar) feremon degerleriyle temsil edilmektedir.

e Her dongii adiminda karincalar kombinasyonel adimlarla tespit ettikleri potansiyel
unsurlar problem fonksiyonundaki uygunluk/basari degerini hesaplamak icin kullanirlar.

e Uygun deger iireten karincalarin ve potansiyel ¢oziim unsurlarinin feremon degerleri
gelistirilir.

e Bir karincanin ayni anda birden fazla potansiyel ¢6ziim unsuruna yonelme durumu varsa,
olasiliksal hesaplamalarla hangi tarafi tercih edecegi belirlenir.

e Algoritma tamamen calisip sona erdiginde en gok feremon degeriyle desteklenen (en
uygun) ¢oziim problemin ¢oziimii olmaktadir.

Karinca Koloni Optimizasyonu'nun genel ¢oziim sireci Sekil 7.4'tekine benzer bir akigi ortaya
cikarmaktadir. Sekilde N ve F arasi en uygun rota zamanla olgunlasan; optimum ¢ozimii
olusturmaktadir.
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Sekil 7.4. Karinca Koloni Optimizasyonu ile temsili problem ¢oziimii (Web Kaynagi 7.3)

Karinca Koloni Optimizasyonu kapsaminda farkli potansiyel ¢oziim unsurlari arasi gegislerde
feremon degerlerinin  giincellenmesi  konusunda farkli matematiksel hesaplamalar
gergeklestiriimektedir (Sekil 7.5). Bu hesaplamalar dogrultusunda karincalar problem ¢oziimiinde
tipki etmen tabanl modellemede oldugu gibi yeni adimlar atabilmektedir.

|
0 aksi taktirde

T;i: (i, 1) koselerindeki feromon iz miktaridir, F—

n;j: (i, j ) koseleri arasindaki gériiniirliik ( visibility) veya
baglantinin amag¢ fonksiyonunun ézelligidir.

1

??sj=du

d;; = i ve jnoktalar arasindaki uzakhiktir.

m
wye— A-pry+ Y oty @
k=1

p: Feromon izinin buharlagma oram. (0 <p <1)

Sekil 7.5. Karinca Koloni Optimizasyonu igerisinde atilacak yeni adimlarin hesaplanmasi
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Biliyor musunuz? \

Zeki optimizasyon igerisinde ytzlerce farkli algoritma vardir. Arastirip incelenebilecek
alternatif bazi algoritmalar su sekildedir:

Parcgacik Stiri Optimizasyonu
Guguk Kusu Algoritmasi

Ates Bocegi Algoritmasi

Yapay Ari Kolonisi Algoritmasi
Girdap Optimizasyon Algoritmasi
Akilli Su Damlalari Algoritmasi

Diferansiyel Evrim Algoritmasi /

Similasyon ile Zeki
Optimizasyon

o

2. TASARLA

Genetik Algoritma kullanmak suretiyle bu paragrafi takiben verilen fonksiyonu 44 degerine
esitleyen x1, x2, x3, x4, x5, x6 degerlerini tespit etmek istenmektedir (ilgili kodun tamami Github
platformu Hafta7 klasorii altinda H7_genetik-algoritma.py dosyasi ile sunulmus durumdadir):

f(x1, x2, x3, x4, x5, x6) = 4x1 - 2x2 + 3,5x3 + 5x4 - 11x5 - 4,7x6

Ogrenciler, ilk olarak pip install pygad komutu ile Genetik Algoritma igin kullanilan bir Python
kiitiphanesini kurarlar.

Egitmen ogrencilerle birlikte Sekil 7.6'da gosterilen kodlar yazar:
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t pygad
numpy

function_inputs
desired_output =

- fitness func(solution, solution_idx):
output = numpy.sum(solution*function_inputs)
fitness = . / numpy.abs(output - desired_output)
fitness

fitness function = fitness_func

num_generations =
num_parents_mating =

sol_per_pop =

num_genes (function_inputs)

last _fitness =

Sekil 7.6. Genel fonksiyon ve baslangic parametrelerinin kodlanmasi

4. satirda fonksiyon degisken katsayilari tanimlanmakta, 5. satirda ise fonksiyonun vermesi
istenen deger belirlenmektedir.

7.-10. satir arasi fonksiyonun tanimlandigi Python kod blogudur.
14. satirda optimizasyon toplam dongii sayisi 100 nesil sayisi ile tanimlanmaktadir.

15. satirda tanimlandi§i iizere her dongiide en iyi 7 birey ¢aprazlama, mutasyon gibi islemlerle
yeni nesil popiilasyon olusturmak icin secilmektedir.

17. satirda tanimlandigi lizere, toplamda 50 adet bireyden olusan bir popiilasyon s6z konusudur.

3. HAREKETE GEC

Problem ve algoritma tanimlar sonrasi her dongiide (nesilde) en iyi ¢oziimleri ekrana yansitan
nesil_ozeti fonksiyon kod blogu yazilir ve pygad.GA cadrisi ile Genetik Algoritma uygulamasi
tanimlanir (Sekil 7.7):
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lef nesil_ozeti(ga_instance):
l last_fitness
( .format(generation=ga_instance.generations_completed))
( .format(fitness=ga_instance.best_solution()[ 1))
( .format (change=ga_instance.best_solution()[ '] - last_fitness))
last_fitness = ga_instance.best _solution()[ ']

3ga_instance = pygad.GA(num_generations=num_generations,
num_parents_mating=num_parents_mating,
fitness_func=fitness_function,
sol_per_pop=sol_per_pop,
num_genes=num_genes,
on_generation=nesil_ozeti)

Sekil 7.7. Genetik Algoritma ¢oziimiiniin tanimlanmasi

4. YURUT

Tanimlanan algoritma ve uygulama diizeni igin run fonksiyonu ile optimizasyon siireci baslatilir.
Optimizasyon sonucundaki en iyi/uygun degerler {i¢ farkl degisken (en iyi ¢oziim degisken
degerleri icin solution, en iyi ¢oziim fonksiyonu sonucu icin solution_fitness ve en iyi ¢oziimii
veren birey icin solution_idx) altinda toplanir:

ga_instance.run()

solution, solution_fitness, solution_idx = ga_instance.best_solution()

Sekil 7.8. En iyi ¢oziim tespitinin kodlanmasi

En uygun/iyi ¢oziime iligkin degerler ekrana yazdirilr:

(¢ .format(solution=solution))
( .format(solution_idx=solution_idx))

prediction = numpy.sum(numpy.array(function_inputs)*solution)

( .format(prediction=prediction))

ga_instance.best_solution_generation != - :

.format(best_solution_generation=ga_instance.best_solution_generation))

Sekil 7.9. En iyi ¢oziimiin ekrana yazdiriimasi

5. KARAR VER

5.1. Sonuclarin Gozlemlenmesi

Algoritma siirecinin baslatiimasi ile ekrana her dongiide/nesilde en uygun sonuca iligkin bilgiler
Sekil 7.10'da oldugu gibi yansitilmaktadir:
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Nesil = 86

Fonksiyon Sonucu 903.3083029984443
Degisim = 0.0

Nesil = 87

Fonksiyon Sonucu 903.3083029984443
Degisim = 0.0

Nesil = 88

Fonksiyon Sonucu 903.3083029984443
Degisim = 0.0

Nesil = 89

Fonksiyon Sonucu 903.3083029984443
Degisim = 0.0

Sekil 7.10. Nesillere gore en iyi ¢oziimlerin ekrana yazdiriimasi

Ekrana yansitilan sonuclarda oncelikli olarak ilgili nesil sirasi bilgisi, ardindan o nesil igerisinde
elde edilen en uygun deger (Fonksiyon Sonucu) yazdiriimaktadir. Bir 6nceki nesilde bulunan en iyi
sonug ile arada degisim olup olmadii ise Degisim ibaresi altinda gdsterilmektedir.

Optimizasyon siireci bitmesiyle birlikte en iyi/uygun sonucu veren alti degiskenin degerleri, bu
degerleri veren bireyin indeks numarasi, fonksiyon sonucu ve en iyi sonucun ilk goriilmeye
baslandigi nesil sirasi da ekranda belirtilmektedir (Sekil 7.11):

uygun cozum degisken degerleri : [-1.16498213 1.98641117 -2.33159974 3.01034528
.70851693 -1.05251707]
uygun cozumu veren birey indeks no.: ©

uygun cozum ile fonksiyon sonucu : 43.99889295825503
uygun cozum 27 nesil sonra elde edildi.

Sekil 7.11. Optimizasyon siireci sonucu ¢oziim

ilgili kodlara ek olarak ga_instance.plot_fitness() komutu yardimiyla en iyi/uygun degerin degisim
grafigi de gosterilebilmektedir:

PyGAD - Generation vs. Fitness

800

600 1

400 4

Fithess

200 1

0 20 40 B0 80 100
Generation

Sekil 7.12. En iyi/uygun degerin degisim grafigi
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Egitmene Not

Egitmen ogrencilere elde edilen grafik lizerinde en iyi/uygun degerin degisiminin nasil
asama asama farkhlastigini anlatir. Ardindan algoritmayi tekrar degistirerek her zaman igin
tipatip ayni grafigin elde edilemeyebilecegi, bu durumun optimizasyonunun dogasinda
oldugunu agiklar. Farkli parametreler (nesil sayisi, en iyi birey sayisi vs.) ile alternatif
senaryolarin 6grenciler tarafindan denenmesini saglar.

PYTHON KODLARI:

import pygad

import numpy

function_inputs = [4,-2,3.5,5,-11,-4.7]
desired_output = 44

def fitness_func(solution, solution_idx):
output = numpy.sum(solution*function_inputs)
fitness = 1.0/numpy.abs(output - desired_output)
return fitness
fitness_function = fitness_func
num_generations = 100
num_parents_mating = 7
sol_per_pop = 50
num_genes = len(function_inputs)
last_fitness = 0
def nesil_ozeti(ga_instance):
global last_fitness
print("Nesil =
{generation}".format(generation=ga_instance.generations_completed))
print("Fonksiyon Sonucu =
{fitness}".format(fitness=ga_instance.best_solution()[1]))
print("Degisim = {change}".format(change=ga_instance.best_solution()[1] -

last_fitness))
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last_fitness = ga_instance.best_solution()[1]
ga_instance = pygad.GA(num_generations=num_generations,
num_parents_mating=num_parents_mating,
fitness_func=fitness_function,
sol_per_pop=sol_per_pop,
num_genes=num_genes,
on_generation=nesil_ozeti)

ga_instance.run()

solution, solution_fitness, solution_idx = ga_instance.best_solution()
print("En uygun cozum degisken degerleri : {solution}".format(solution=solution))
print("En uygun cozumu veren birey indeks no.:

{solution_idx}".format(solution_idx=solution_idx))

prediction = numpy.sum(numpy.array(function_inputs)*solution)
print("En uygun cozum ile fonksiyon sonucu :
{prediction}".format(prediction=prediction))
if ga_instance.best_solution_generation != -1:
print("En uygun cozum {best_solution_generation} nesil sonra elde edildi."
.format(best_solution_generation=ga_instance.best_solution_generation))

ga_instance.plot_fitness()
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Diinyadan Haberler \

Yapay zekd, iklim degisikligini tahmin edebilecek giiglii bir arag olabilir mi?

Yapay zekanin iddial bir hedefi, Diinya’nin bir “dijital ikizi”ni, yani gezegenimizdeki
sistemleri ve siregleri taklit eden bir kopyasini olusturmak. Dr. Mathieu, “Bahsedilen
‘dijital ikiz’, diinyamizi yansitan sayisal bir laboratuvar niteligindedir. Burada cesitli
denemeler yapabilir, dogacak sonuglari degerlendirebilir ve edinilen bulgular isiginda
gerekli politikalari olusturabiliriz.” diyor. BAS cevresel veri bilimcisi Dr. Scott Hosking,
“Dogal ortamlarin dijital ikizlerini gelistirmek icin yapay zekdmiz gerekli yapi
taslarina sahiptir ve bunlardan yola ¢cikarak nihayetinde Diinya’nin da bir dijital ikizini
de olusturabilecegiz.” diye konusuyor. “Gezegenimizde degisen faktérlerin her birini
gerekli detay seviyesinde izleyemiyoruz. Dodal ortamlarin dijital ikizlerini
olusturarak, kutup bélgeleri gibi erisimi zor olan bélgeler hakkinda daha saglikli
veriler olusturabiliriz. Bu bilgiler, 6lgiim yapacak insansiz hava araglarini ve
denizaltilarini 6lgiim yapmalari icin daha hedefli olarak yénlendirebilmemizi
saglayabilir.”

Fakat yapay zeka halen kusursuz sonuglar sunan bir teknoloji degil. Uzmanlar,
elimizdeki verilerin iklim ©ngorilerinde bulunacak algoritmalari  gelistirme
konusunda yetersiz olduguna dair uyarida bulunuyor. Atmosferik ve Cevresel
Arastirmalar (AER) mevsimsel tahmin direkt6rii ve MIT de iklim bilimcisi olarak gérev
yapan Dr. Judah Cohen, bu konudaki gorislerini soyle ifade ediyor: “Uydularin
yayginlastigi 1979’dan beri toplanan verilerden faydalaniyoruz; fakat buna ragmen
elimizde yapay zekddan optimum sonuglar alabilmemize yetecek kadar bilgi
bulunmuyor. Belki olusturdugumuz modeller temelinde yapay veriler olusturabiliriz;
fakat bu verilerin ge¢mise dayali gergek veriler kadar saglikli olup olmayacagi konusu
belirsiz’(Web Kaynagi 7.4).

. /

6. ILAVE ETKINLIK

Birbirine yollarla bagl bes sehir arasinda atilabilecek en kisa mesafeyi bulmak adina Karinca
Koloni Optimizasyonu algoritmasi kullaniimak istenmektedir. (Uygulamanin tamami Github
platformu Hafta7 klasorii altinda iki dosya altinda: H7_karinca-kolonisi.py ve H7_karinca-
kolonisi_ornek.py dosyalari ile sunulmus durumdadir).

S0z konusu probleme gore, Python ortaminda farkli indekslerle temsil edilen sehirler arasindaki
mesafe degerleri Cizelge 7.1°de gosterildigi sekilde tanimlanmalidir.
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Cizelge 7.1. Sehirler arasindaki mesafe degerlerinin tanimi.

1 2 3 4
2 2 5 7
inf 4 8 2
4 inf 1 3
8 1 inf 2
2 3 2 inf

S0z konusu kombinatoryal optimizasyon problemi gosteriminden yola cikilarak Karinca Koloni
Optimizasyonu algoritmasinin dncelikli olarak temel parametrelerinin tanimlanmasi saglanir:

~t random as rn

C numpy as np
numpy .random import choice as np_choice

s AntColony( 18

ef _dinit_ ( , distances, n_ants, n_best, n_iterations, decay, alpha= , beta= ):
.distances = distances
.pheromone = np.ones( .distances.shape) / (distances)
.all inds = ( (distances))
.n_ants = n_ants
.n_best = n_best
.n_iterations = n_iterations
.decay = decay
.alpha = alpha
.beta = beta

Sekil 7.13. Karinca Koloni Optimizasyonu algoritmasinin temel parametreleri

Ardindan algoritmanin c¢alismasini ve sehirler arasi yollara feremon degerlerinin atanmasini
saglayan fonksiyonlar, Sekil 7.14'te oldugu gibi tanimlanir.

= run( e
shortest_path =
all_time_shortest_path = ( , np.inf)
f i in ( .n_iterations):
all paths = .gen_all paths()
.spread_pheronome(all_paths, .n_best, shortest_path=shortest_path)
shortest_path = (all_paths, key=lambda x: x[ ])
(shortest_path)

f shortest_path[ ] < all_time_shortest_path[ ]:
all time_shortest_path = shortest_path
.pheromone * .decay

1 all_time_shortest_path

f spread_pheronome ( , all _paths, n_best, shortest_path):
sorted_paths = (all_paths, key=la 2 s X[LT)
r path, dist in sorted_paths[:n_best]:
~or move in path:
.pheromone[move] += ./ .distances[move]

Sekil 7.14. Genel algoritma akis kodlar
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Her bir karincanin gegtigi yollarin mesafelerinin toplandigi ve yine her karincanin gegtigi yollarin
kayit altina alindi§i fonksiyonlar kodlanir:

f gen path dist( , path):
total dist =
r ele in path:
total dist += .distances[ele]
n total_dist

def gen_all_paths(
all paths = []
for i1 in ( .n_ants):
path = .gen_path( )
all _paths.append((path, .gen_path_dist(path)))
1 all paths

Sekil 7.15. Karincalarin yol degerlerinin kayit altina alinmasi

Karincalarin daha once ziyaret etmedikleri sehirlere ugramalarini ve bu sirada yol ayrimlarinda
geldiklerinde, gidilebilecek bir sonraki sehri segmelerini saglayan fonksiyonlar tanimlanir:

- gen_path( , start):

path = []

visited = ()

visited.add(start)

prev = start

For i i ( ( .distances) - ):
move = .pick_move( .pheromone[prev], .distances[prev], visited)
path.append((prev, move))
prev = move
visited.add(move)

path.append((prev, start))

- pick_move( , pheromone, dist, visited):
pheromone = np.copy(pheromone)
pheromone[ (visited)] =

row = pheromone ** .alpha * (( 1.0 / dist) **
norm_row = row / row.sum()

move = np_choice( .all inds, , p=norm_row)[ ]
[ 1 move

Sekil 7.16. Karincalarin olasiliksal sehir segiminin kodlanmasi

Egitmene Not

Egitmen bu noktada ogrencilerden algoritma ana kod blogunu ayr bir dosya olarak
kaydetmelerini ister ve yeni bir kod dosyasi icerisinde problemin ¢oziimlenecegi kodlarin
yazilmasini saglar.

Yeni bir Python kod dosyasi agildiktan sonra, dncelikli olarak numpy ve kodlanan algoritmanin
cagrisi yapilir. Ardindan sehirler arasi mesafelerin tanimlandi§i dizi veri yapisi tanimlanir:
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numpy as np

1 ant_colony port AntColony

distances = np.array([[np.inf, , ,

[, np.inf, 7,

[ ] ] np-in'F:

> », np.inf,

, 3, 2, np.inf

[5,
[

Sekil 7.17. Sehir yapisinin kodlanmasi

Problemin tanimi sonrasinda toplamda 500 dongiide, 10 karinca iizerinden algoritma ¢agrisi
yapilir:

ant_colony = AntColony(distances, > 1, , ©.95, alpha=0.@5, beta=1)
shortest_path = ant_colony.run()
( .format(shortest_path))

Sekil 7.18. Algoritma ¢agrisinin kodlanmasi

Cagn sonrasinda run fonksiyonu ile baslatilan optimizasyon siireci sirasinda her dongiide o ana
kadar bulunan en kisa gidis rotasi ekrana yazdirilir; dongiisel siire¢ sona erdiginde ise en kisa
mesafeyi veren nihai yol/rota ifade edilir:

4)) (43 3)) (33 2)) (2J 0)]) '0)
3)J (3-1 4)J (4J 1)J (1J e)]J 'e)
4)) (4J 3)) (3J 2)) (21‘ 0)]) '0)
3)) (33 4)) (43 1)) (:I'J 0)]) '0)
3)J (33 4)J (4J 1)J (1J 0)]J 'e)

3)) (3J 4)) (4J 1)) (lJ‘ 0)]) '0)
4)J (4J 3)J (31 2)J 0)]J '0)

Lo o W an W an W W e N e

4), (4, 3), (3, 2), (2, @)1, 9.9)
- ([(e, 2), (2, 3), (3, 4), (4, 1), (1, @)], 9.9)

Sekil 7.19. Genel algoritma sonuglarinin akisi

[ P R N . T T W e o
b I e TN o I e I e N e I e I s B |

En kisa yol, soldan sagda dogru hiicre indeks degerleri dikkate alinmak suretiyle; ornegin (0, 2)
ifadesi ile 0 indeksli sehirden 2 indeksli sehre, ardindan (2, 3) ifadesi ile 2 indeksli sehirden de 3
indeksli sehre gidildigini ve siirecin bu sekilde 9 birimlik mesafe ile en kisa yola tekabiil ettigini
gostermektedir.
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PYTHON KODLARI:

#karinca koloni algoritmasi kod blogu
import random as rn
import numpy as np

from numpy.random import choice as np_choice

class AntColony(object):

def __init__(self, distances, n_ants, n_best, n_iterations, decay, alpha=1,
beta=1):
self.distances = distances
self.pheromone = np.ones(self.distances.shape)/len(distances)
self.all_inds = range(len(distances))
self.n_ants = n_ants
self.n_best = n_best
self.n_iterations = n_iterations
self.decay = decay
self.alpha = alpha

self.beta = beta

def run(self):

shortest_path = None

all_time_shortest_path = ("placeholder”, np.inf)

for i in range(self.n_iterations):
all_paths = self.gen_all_paths()
self.spread_pheronome(all_paths, self.n_best,

shortest_path=shortest_path)

shortest_path = min(all_paths, key=lambda x: x[1])
print (shortest_path)
if shortest_path[1] < all_time_shortest_path[1]:
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all_time_shortest_path = shortest_path
self.pheromone * self.decay

return all_time_shortest_path

def spread_pheronome(self, all_paths, n_best, shortest_path):
sorted_paths = sorted(all_paths, key=lambda x: x[1])
for path, dist in sorted_paths[:n_best]:
for move in path:

self.pheromone[move] += 1.0/self.distances[move]

def gen_path_dist(self, path):
total_dist = 0
for ele in path:
total_dist += self.distances[ele]

return total_dist

def gen_all_paths(self):
all_paths =[]
for i in range(self.n_ants):
path = self.gen_path(0)
all_paths.append((path, self.gen_path_dist(path)))

return all_paths

def gen_path(self, start):
path =]
visited = set()
visited.add(start)
prev = start
for i in range(len(self.distances) - 1):
move = self.pick_move(self.pheromone[prev], self.distances[prev], visited)

path.append((prev, move))
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prev = move
visited.add(move)
path.append((prev, start))

return path

def pick_move(self, pheromone, dist, visited):
pheromone = np.copy(pheromone)

pheromonellist(visited)] = 0

row = pheromone ** self.alpha * (( 1.0/dist) ** self.beta)

norm_row = row/row.sum()
move = np_choice(self.all_inds, 1, p=norm_row)[0]
#ornek rota probleminin uygulanmasi

import numpy as np

from ant_colony import AntColony

distances = np.array([[np.inf, 2, 2, 5, 7],
[2, np.inf, 4, 8, 2],
[2, 4, np.inf, 1, 3],
[5,8, 1, np.inf, 2],
[7,2, 3, 2, np.inf]])

ant_colony = AntColony(distances, 10, 1, 500, 0.95, alpha=0.05, beta=1)
shortest_path = ant_colony.run()

print ("En kisa yol: {}".format(shortest_path))
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Egitmene Not

Egitmen, bu haftanin egitimine yonelik 6grencilerin ilgisini arttirmak ve yeni 6grenilen
bilgileri onceden 6grenilen bilgiler ile karsilastirmalarini saglamak icin asagida maddeler
halinde verilen sorulari tartisir.
e lgili haftada ele alinan yapay zeka uygulamalarina uygun ornek veri setleri neler
olabilir?
e lgili haftada ele alinan veri setlerinin yapay zeka teknik ve kiitiiphanelerinde ne
derecede basarim etkisi olmustur?
e llgili haftada 6gretilen yapay zeka teknigi ile uyumlu ve uyumsuz olabilecek agik
erigsimli veri seti gesitleri sunan (kaagle, github vs.) internet sitelerinden elde
edilecek farkli veri gesitleri ile yapay zeka teknigi uyumlulugunu sorar.

Kaynakca

Web Kaynagi 7.1:
https://www.researchgate.net/publication/320531598_Adaptive_optics_stochastic_optical_rec
onstruction_microscopy_AQ-STORM_by_particle_swarm_optimization

Web Kaynagi 7.2: https://dergipark.org.tr/tr/download/article-file/353860

Web Kaynag 7.3: https://www.biyologlar.com/karinca-surusu-optimasyonu

Web Kaynag 7.4: https://tr.euronews.com/green/2020/10/12/bozulan-iklimimizi-yapay-zeka-
yard-m-yla-duzeltebilir-miyiz
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8. Hafta: Derin Ogrenme ile ileri Diizey Céziimler

On Bilgi:

Derin 6grenme kavraminin temelleri, derin 6grenme modellemenin temelleri

Python kodlamada ddngiiler, fonksiyonlar ve kiitiiphane yapilarinin kullanimi (Bu konuda
Python anlatim videolari: 14-16. Python kiitiiphaneleri serisi yardimci ara¢ olarak
kullanilabilecektir).

Haftanin Kazanimlari:

Ogrenciler derin 6grenme model kavramini anlar.

Ogrenciler, derin 6grenme modellerini biiyiik veri setlerine tasarlayarak uygular.

Ogrenciler, derin 6grenme modellerinden elde edilen sonuglari yorumlayarak kavrar.

Ogrenciler, derin 6grenme tabanl problem ¢ozebilme yetenekleri kazanir.

Ogrenciler Python programlama dilinde derin 6grenme mimarileri icin kullanilan

kiitliphane fonksiyonlarini kullanma yetenegi kazanir.

e Ogrenciler, Konvoliisyonel sinir aglari (CNN) derin 6§renme modelinin galisma yontemini
kavrar.

e Ogrenciler CNN tabanl AlexNet, ResNet, GoogleNet gibi mimarilerin yapisini kavrar.

o Ogrenciler ResNet tabanli 6rnek bir problem iizerinde modeli tasarlar ve bu modeli ¢6ziim
yoniinde uygular.

e Ogrenciler ResNet modelinden elde edilen sonuclari degerlendirerek yorumlar.

o Ogrenciler Yapay Zeka alani acisindan derin 6grenme teknigini uygular.

Haftanin Amaci:

Bu haftanin amaci, “derin 6§renme (deep learning)” kavraminin tiim 6grenciler tarafindan
dogru bir sekilde anlasiimasini saglamaktir. Haftanin bir diger amaci, siklikla kullanilan derin
ogrenme tabanli ResNet modeli kullanilarak kedi kopek goriintiileri iizerinde siniflandirma
islemini basarili bir bicimde gercgeklestirmektedir. Boylece, 6grencilerin Python programlama
dilini kullanarak derin 0grenme tabanli ornek problem modelleme ve ¢6ziim iretme
konusunda beceri kazanmasi saglanacaktir.

Kullanilacak Malzemeler:
Bilgisayar, kagit, kalem, Python kod editorii, ornekler igin ¢ikti gorselleri
Haftanin islenisi:

Algila: Ogrenciler derin 6grenme temellerine iliskin kavramlari ve genel mimari yapilari
tanimlayabilir.

Tasarla: Ogrenciler derin 6§renme modelleme iizerinde goriintii verillerini (kedi ve kopek
goriintiilerini) ayirt etmek igin ¢oziim siiregleri tasarlayabilir.
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Harekete Geg: Ogrenciler Python programlama dili ile derin 6grenme tabanli bir ResNet
mimari  yapisi  olusturup  uygulayabilir. Bu hafta icin  Github  platformu
(https://github.com/deneyapyz/lise/) ile etkilesim Harekete Ge¢ asamasi ile
baslatilabilmektedir.

Yiiriit: Egitmenler 6grenciler ile etkilesimli bir bicimde derin 6grenme tabanl ResNet modelini
calistirir ve genel ¢oziim akisini degerlendirir. Ogrenciler ayni dogrultuda ResNet modeli
ozelinde model kodlayip ¢oziim siireglerini isletebilir.

Karar Ver: Ogrenciler alternatif yapay zeka modelini diizenleyerek / kodlayarak ¢oziim
iretebilir. Ayrica ogrenciler, ResNet modelinden elde edilen sonuglari degerlendirerek
tartisabilir.

1. ALGILA
1.1. Yapay Sinir Aglari Temelinde Derin Ogrenme’ye Gegis

n "

Egitmen, ogrencilere “derin ogrenme”, “derin dgrenme mimarisi’ ve “derin ogrenmenin
onemi” hakkinda bilgi sahibi olup olmadiklarini sorar ve tartigir. Boylece dgrencilerin konuya
dikkatini geker.

Derin 6grenme, sayisal sistemlerin yapilandirimamis, etiketlenmemis verilere gore 6grenmesi ve
kararlar almasi igin yapay sinir aglarini kullanan makine 6§renmesinin bir alt daldir (Sekil 8.1).
Yapay zeka alaninda ¢aligan uzmanlar, biiyiik veri olarak adlandirilan ve genellikle metin, ses veya
resimlere dayali veri kiimelerini daha hizli ve dogru bir sekilde analiz etmek igin derin 6grenme
mimarilerini kullanirlar.

Makine Ofrenmesi

Derin Ogrenme

Sekil 8.1. Yapay zeka ve alt dallari
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Yapay sinir aglarindaki katman sayilarinin artirlmasiyla kurulan gok farkli tiirde derin 6grenme
mimarileri bulunmaktadir. Sekil 8.2'de siklikla kullanilan derin 6grenme mimarileri verilmistir.

Siklikla Kullanilan Derin Ogrenme Mimariler1

Derin Evrigimsel Ag (DCN) Uretici Cekismeli AZ (GAN)
X 0

A NG 7 T

X LA A
— VAW WA
X ¢

2

Uzun-Kisa Dénem Hafiza (LSTM) Oto Kodlayici (AE) Derin Inang Ag (DBN)

e e\

Ve % 'e Yea® 0%
@ 30 50 %

/e \v/a\/a\\

Sekil 8.2. Derin 6grenme mimarileri (Web Kaynagi 8.1)

1.2. Evrigimsel Sinir Aglar Teknigi

Egitmene Not

Egitmen 6grencilere derin 6grenme mimarileri ve uygulama alanlarina iliskin su bilgileri
aktararak konuyu pekistirir:

Derin ogrenme mimarileri ile tip, robotik, goriintii isleme, havacilik ve uzay sanayi,
bilgisayarl gorii, goriintiiden nesne tespiti, yiiz tanima, ses isleme-tanima, finans gibi pek
cok farkh alanda ¢oziimler iiretiimektedir (Dogan ve Tiirkoglu., 2019).

Evrigsimsel sinir agi (ConvNet/Convolutional neural networks -CNN), girdi olarak alinan bir
goriintliyi analiz ederek gorliniiglerini veya goriintli icerisindeki goriintileri birbirinden ayirt
etmede siklikla kullanilan bir derin 6grenme mimarisidir. CNN derin 6grenme mimarisi Sekil 8.3'te
goriildiigli gibi evrisim katmani, dogrusal olmayan katman, havuzlama katmani, diizlestirme
katmani ve tamamen bagli katman yapilarindan olugsmaktadir.
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Sekil 8.3. CNN mimarisi (Web Kaynag 8.2)

Egitmene Not

Egitmen 6grencilere CNN mimarilerinde kullanilan katmanlarin 6zelliklerini 6rnek vererek
aktarir.

Konvoliisyonel Katman — Hayvanin cinsi, ten rengi, sekli, gevre vb. fiziksel ozellikleri
saptamak icin kullanilir.

Havuzlama Katmani— Havuzlama katmani, goriintii Gzerindeki boyutsalligi azaltmak igin
kullanilir. Boylece islem sayisi azalirken, yakalanan gereksiz 6zellikler yok sayilir. Ornegin
goriintiideki kopegin disinda kalan gevre gereksiz 6zellik olarak yok sayilir.

Diizlestirme Katmani— Tam bagdiml katmanda verileri analiz etmek i¢in hazirlamada
kullanilan katmandir. Ornegin 6nemli ozellikleri verilen kopegin goriintii halindeki iki
boyutlu verilerini tek boyutlu veriye donlistiirerek tam bagimli katmanda analiz edilmesini
saglar.

Tam Bagimhi Katman— Tam bagimli katman, CNN mimarisinin son ve en onemli
katmanlardan birisidir. Tam bagimli katman ile siniflandirma veya regresyon islemleriigin
egitimler gergeklestirilir. Ornegin goriintiiden cikartilan dzelliklerin kedi kopek vs. gibi
hangi hayvana ait oldugunu siniflandinimak igin kullanilir.

Egitmen oOgrencilere CNN tabanli ornek mimariler hakkinda su derin 6grenme
algoritmalarini ornek verip pekistirerek aktarir.

LeNet — Bu ag, Konvoliisyonel Sinir Aglarinin ilk basarili uygulamasi sayilir. 1990l
yillarda Yann LeCun tarafindan gelistirilmis ve posta kodlarini, basit basamaklari, banka
ceklerindeki rakamlari vb. okumak igin kullanilmistir.

AlexNet — Bu ag, 2012'de Endiistri 4.0 devriminin 6nemli bilesenlerinden biri olan yapay
zekanin bir alt bilesini olan derin 6grenmenin ve Konvoliisyonel sinir ag modellerinin tekrar
popiiler hale gelmesini saglamistir. Alex Krizhevsky, llya Sutskever ve Geoffrey Hinton
tarafindan gelistirilmistir. Uzaktan algilama, yabanci otlarin birbirinden ayirt edilmesi,
araclarin siniflandinimasi orneklerinde siklikla kullanilir.
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e GoogLeNet —2014 yilinda Google tarafindan gelistirilen, hesaplama maliyetinin yiiksek
oldugu yapay zeka uygulamalarinda hiz ve basarnimi oldukga yiiksek olan bir CNN
mimarisidir. Yiiz tanima ve algilama sistemlerinde siklikla kullanilir.

e VGGNet — Bu ag, VGG Group (Oxford) tarafindan gelistiriimistir. VGG mimarisi, AlexNet
mimarisinde kullanilan yiiksek islevci (kernel) boyutlarinin azaltilmasi ile olusturulmustur.
VGG mimarisi konvoliisyonel sinir aginin basariminin arttiriimasi daha da derinlestirilmesi
teknigi ile olugturulmustur. Nesne tamima, beyin timor tespiti, kus tiirlerinin
siniflandiriimasi vb. gibi bircok alanda kullanilir.

Biliyor musunuz? \

COVID-19 ile savasmak icin, derin 6grenmenin arastirmalara yardimci
oldugunu biliyor musunuz? En basaril makine 6grenme algoritmalarindan
biri olan derin égrenme igin, biyoinformatik alaninda DNA, RNA, protein
dizileri ve Nanopore sinyali sekans verileri kaynak olusturmaktadir. Elde
edilen verilerde g6zlenmis veya daha énce bilinmeyen motifleri, modelleri
ve alanlari tespit etmede ve tanimlamada derin égrenme kullanilir. Derin
6grenme ile belirli hastalik aglari, gen birlikte ifade aglari, hiicre sistemi
hiyerarsi gibi grafik verileriyle basa ¢ikilabilir (Web Kaynagi 8.3).

o !

1.3. Uretici Gekismeli Ag (GAN)

Cekismeli iiretici aglar (GAN), 2014 yilinda lan Goodfellow ve galisma grubu tarafindan NIPS
tarafindan sunulmustur. Cekismeli iiretken aglar olarak adlandirilan derin 63renme ag ingilizce
yazilisinin bas harfleriyle “GAN” olarak ifade edilmektedir. GAN modelleme denetimsiz 6grenme
tiirii olup, giris verilerindeki kaliplar, orijinal veri kiimesinden uygun bir sekilde ¢ikararak yeni
ornekler olusturabilmek icin otomatik olarak kesfetmeyi ve 6grenmeyi icermektedir. Diger derin
ogrenme yapay sinir a§ modellerinden farkli olarak bir iiretici (generative, G) ve bir ayiriciya
(discriminator, D) sahip iki farkl derin ag vardir. GAN mimarisinde bu iki agin ¢ekismeli olarak
calismasiyla 6grenme iglemi gerceklesir. Temel bir GAN mimarisinin yapisi Sekil 8.4'te verilmigtir.
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... Gercek/Sahte
Gercek/Sahte i

G(2)
Sekil 8.4. GAN model semasi (Web Kaynagi 8.4)

1.4. Derin inang Aglar Teknigi

Derin inang Aglari (Deep Belief Network-DBN) genel olarak birden fazla gizli dii§iim katmanindan
olusan, diigimler yerine katmanlar arasinda baglantilarin yer aldigi bir derin sinir ag tiirtdiir.
Temel bir DBN mimarisinin yapisi Sekil 8.5'te verilmistir.

® 0 O oL

e & oL
® 0 O oL

Sekil 8.5. DBN model semasi (Dai et al., 2020)
1.5. Uzun-Kisa Donem Hafiza Teknigi

Sepp Hochreiter ve Juergen Schmidhuber 1997 yilinda vanishing gradient problemini ¢ozmek igin
LSTM'i gelistirdiler. Daha sonra birgok kisinin katkisiyla diizenlenen ve popiilerlesen LSTM su
anda genis bir kullanim alanina sahiptir. LSTM teknigi, yeni bir kanal agma yoluyla sabit bir hata
degeri saglayarak recurrent aglarin 6grenme adimlarinin devam edebilmesini saglamaktadir.
Sekil 8.6'da LSTM tekniginin ag yapisi verilmistir.
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Sekil 8.6. LSTM Network Yapisi (Web Kaynagi 8.5)

LSTM yapisinda tekrar eden modiiliin farki tek bir yapay ag katmani yerine, 6zel bir sekilde bagh
kapi olarak adlandirilan dort katmandan olugsmasidir. Normal akisin disinda disaridan bilgi alan
bir yapidir. Bu bilgiler depolanabilir, hiicreye yazilabilir, okunabilir. Hiicre neyi depolayacagina, ne
zaman okumasina, yazmasina veya silmesine izin verecegine kapilar sayesinde karar verir. Bu
kapilarda bir ag yapisi ve aktivasyon fonksiyonu bulunmaktadir. Ayni néronlarda oldugu gibi gelen
bilgiyi agirliina gore gecirir veya durdurur.

1.6. Oto kodlayici Teknigi

Oto kodlayici teknigi (auto encoder) derin 6grenme yontemleri alanindaki en popiiler modellerden
birisidir. Oto kodlayici teknigi veriyi koda doniistiirerek otomatik olarak 6grenmeyi saglar.
Encoder (kodlayici) ve dekoder (kod ¢oziicii) olarak iki kisimdan olusur. Egitim agsamasinda tek
bir modelmis gibi beraber egitilir (Sekil 8.7). Ornegin gondericiye kodlayici, aliciya ise kod ¢oziicii
olarak calisilarak kigisel goriintiilerimizin giivenli ve yiliksek dogruluk oraninda tasinmasi
saglanabilir.

Giis Darbogaz katmam Gilats
Girintiisii

Eodlayic Kod céziicl

Sekil 8.7. Oto kodlayici teknigi sematigi (Web Kaynag 8.6)
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Biliyor musunuz?

Hayatimizi kolaylastiran onlarca mobil uygulamaya ek olarak bazi uygulamalari ¢ogu
zaman eglenmek icin kullaniyoruz. Yayina alindigi ilk 2 haftada 1 milyon iPhone
kullanicisiyla bulusan FaceApp uygulamasi yapay sinir aglarini makine &grenmesi
metodu ile bagdastiriyor ve bu filtrelerle olduk¢a gercek sonuglar elde etmenizi sagliyor.
Facebook'un yiiz tanima 6zelligi, Apple cihazlarda bulunan Siri ve FaceApp gibi gtinliik
hayatimizda sik sik kullandigimiz uygulamalarini basariya gétiiren Derin Ogrenme (Deep
Learning) oldugunu biliyor muydunuz?

Ayrica Snapchat, FaceApp, Instagram gibi yiiz tanimaya dayali katmanlar kullanan,
Google gérseller gibi Derin Odrenme ile desteklenen uygulamalar éniimiizdeki yillarda
icerik lretme konusunda isletmeler igin olduk¢a biiyik faydalar saglayacak gibi
gGériiniiyor (Web Kaynagi 8.7)

\_ /

2. TASARLA

CIFAR-10 veri seti, 10 siniftan ve 3 kanalda 32 x 32 pikselden olusan Python igerisinde hazir olan
bir veri sinifidir. Rastgele veri setine ait ornek gorsel Sekil 8.8'de gosterilmistir.

Egitmene Not

Egitmen, CIFAR-10 veri setinde yer alan siniflara (ingilizce ifadeler) ait Tiirkge karsiliklarin
ogrencilere aktarir.

airplane : 0 & BV =G =5
automobile : 1 EFCHN =SS ESE
bird : 2 =S > BN o SWE

cat: 3 EF«EH‘.‘DI\\..

deer : 4 IRV W K=

dog : 5 [N &TED A2

frog : 6 .---.ﬁ RN

N
-

horse : 7 {8 005 NN LA 0 5 i s ¥
ship : 8 Eﬁﬂus_.ﬂ--ﬁ
truck : 9 SNBSS Tl

Sekil 8.8. Veri setindeki drnek goriintii

VERI SETi iGiN iNDIRME LiNKi

https://www.cs.toronto.edu/~kriz/cifar.html
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3. HAREKETE GEC

Ogrenciler, verilen veri seti dosyas! i¢in “ayrimei” ve “iiretici” isimli derin 6grenme modeli
tanimlayarak CIFAR10 goriintiileri iizerinden 10 sinifa ait derin goriintiiler olusturmaya calisir.
Sekil 8.9'da gosterildigi gibi derin 6grenme egitiminde kullanilacak kiitiphane komutlarini yazar
(Kodun tamami ilgili Github platformundaki Hafta8 klasorii altinda, H8_derinogrenme_gan-
cifar.py dosyasi ile sunulmus durumdadir.).

1-15 nolu kod satirinda galisma igin gerekli kiitiphaneleri ¢agirr. Burada 6-14 numarah kod
satirinda derin 6§renme teknigi ile ilgili kiitiphaneleri ¢agirir. 5 numarali kod satirinda ise
CIFAR10 veri setini yiiklemek igin kullanir.

numpy import zeros

1 numpy import ones
numpy.random import randn

1 numpy.random import randint
keras.datasets.cifarl® import load data
keras.optimizers import Adam

m keras.models import Sequential

1 keras.layers import Dense
keras.layers import Reshape

1 keras.layers import Flatten
keras.layers import Conv2D

1 keras.layers import Conv2DTranspose
keras.layers import LeakyRelU

xm keras.layers import Dropout
m matplotlib import pyplot

Sekil 8.9. Kiitiiphanelerin kod satir

Ogrenciler, Sekil 8.10'da gésterilen 18-34 kod satirlari arasinda ayrimci model tanimlama islemini
gerceklestirir.

18 kod satirinda; “ayrimei” isimli fonksiyonu olusturarak fonksiyonun girdi degiskeni olarak
32x32x3 seklinde goriintii boyutunu belirler.

19. kod satirinda bos bir model olusturur.

20.-27. kod satirlarinda ayrimci model ile asagi yonlii 6rnekleme igin “Conv2D” ve “LeakyReLU"
olarak katmanlar ekleyerek modelin katmanlarini olugturur.

28. kod satiri diizlestirme katmanidir.

29. kod satirinda %40 oraninda veri azaltma (0nemi az olan) islemi gergeklestirilmistir.

30. kod satirinda “sigmoid” aktivasyon fonksiyonu ile full_connected katmani olusturulmustur.
31. kod satirinda “Adam” optimizasyon yontemiyle 6§renme orani (Ir=0,0002) ile optimizasyon
yontemi tanimlanmistir.

32. kod satirinda model derlenmistir.

33. kod satirinda derlenen model geriye gonderilmistir.
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ayrimcifin .
model = S
del.add(C
model.add(Lea
model . add (C B, (3 5 ' same *}}
model. add (L
model.add(C R strides=(2,2), padding="same"}}
model . add (LeakyReLU(a
model.add(C ' ( rides=(2,2}), padding="same'})
model.add(LeakyRelLU{alpha=
model.add(Flatten())
mod l.addt:D ‘tt:E‘!'.-ﬂ-:l :I
model . add (D 1, activation="sigmoid'))
opt = Adam(lr=8. beta_1
model.compile(lo iy csentropy ', optimizer=opt, metrics=[ ‘accuracy ']}
return model

Sekil 8.10. Ayrimci modeli tanimlamak igin kod satirlari

Ogrenciler, Sekil 8.11'de gosterilen 36-49 kod satirlari arasinda iiretici model tanimlama iglemini
gerceklestirir.

36. kod satirinda; “uretici” isimli fonksiyonu olusturarak “son_boyut” girdi degiskeni olarak
alinmigtir.

37. kod satirinda bog bir model olusturur.

38. kod satirinda “n_nodes” isiminde bir degisken tanimlanmistir.

39. kod satirinda full_connected katmani olusturulmustur.

40-48. kod satirlarinda iiretici model ile yukari yonlii 6rnekleme icin “Conv2D” ve “LeakyReLU”
olarak katmanlar ekleyerek modelin katmanlarini olugturur.

49. kod satirinda derlenen model geriye gonderilmistir.

model

n_nodes

model.add (Dens

model.add(Le

model.

model. spos (2,2), padding="same"})

mﬂdel.addﬁ
model . add (Cony anspose (1. 2}, padding="same'})

T
#

model. add (LeakyRelU(a }

model . add (Conv2DTranspos » (4,4), strides=(2,2), padding="same")})
model.add(LeakyRelU{alpha=0.2))

model.add (Conv2D(3, (3,3}, activation="tanh', padding="same'))

~eturn model

Sekil 8.11. Uretici modeli tanimlamak igin kod satirlari

Ogrenciler, Sekil 8.12'de gosterilen 52-59 kod satirlari arasinda iiretici ile ayrimei modelleri
birlestirilerek GANs modelini olusturur.

52. kod satirinda; “GANs” isimli fonksiyonu olusturarak “g_model” ve “d_model” girdi
degiskenleri olarak alinmigtir.
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53. kod satirinda d_model degiskenin egitilebilir 6zelli§i kapatiimistir.

54. kod satirinda bog bir model olusturur.

55. ve 56. kod satirlarinda “g_model” ve “d_model” degiskenlerini modele ekler.

57. kod satirinda “Adam” optimizasyon yontemiyle 6grenme orani (Ir=0,0002) ile optimizasyon
yontemi tanimlanmistir.

58. kod satirinda model derlenmistir.

59. kod satirinda derlenen model geriye gonderilmisgtir.

L1 _IE_MDdEI, o MG
d_model.trainable = F
model = Sequential()
model.add(g_model)

model.add(d_model)

opt = Adam(l

model.compile LAary 55 ', optimizer=opt)
model

Sekil 8.12. Uretici ve aynmci modellerin birlestiriimesi kod satirlari

Ogrenciler, Sekil 8.13'te gdsterilen 62-66 kod satirlari arasinda CIFAR10 veri setinin yiikleme
islemini gerceklestirmistir.

Sekil 8.13. Veri seti yiikleme kod satirlari

Ogrenciler, Sekil 8.14'te g6sterilen 69-73 kod satirlari arasinda CIFAR10 veri setinden 6rnek veriler
se¢cmek icin gerekli kod satirlarini yazar.

23 (dataset, n_samples):
¥ = randint(®, dataset.shape[@], n_samples)

X = data [ix]
an samples, 1))

L

N

Sekil 8.14. Ornek veri segme kod satirlari

Ogrenciler, Sekil 8.15'te gosterilen 76-79 kod satirlari arasinda goriintii boyutunda rastgele gizli
veriler olusturmak igin gerekli kod satirlarini yazar.
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_boyut, n_samples}:

¥ _input = randng;uﬁ_hﬂyut * n_samples)

¥_input = x_input.reshape(n_samples, son_boyut)
~eturn x_input

Sekil 8.15. Gizli noktalar olusturma kod satirlari

4. YURUT

Ogrenciler, Sekil 8.16'da gésterilen 82-86 kod satirlari arasinda sahte nesneler olusturarak gergek
goriintiiler ile karsilastirir.

e _olusturma(g_model, son_boyut, n_samples):
= E _boyut, n_samples)
.predict(
s((n_samples,
N X, ¥

Sekil 8.16. Sahte nesneler olusturma kod satirlari

Ogrenciler, 89-97 kod satirlari arasinda sahte nesnelerin cizilmesi icin gerekli kodlari yazar:

pyplot.ims
filename = 'olusturulan ornek ¥03d.png' % (epoch+l)
pyplot. savefig(filename)
pyplot.close()

Sekil 8.17. Cizim olusturma kod satirlar

5. KARAR VER

Ogrenciler, Sekil 8.18'de g6sterilen 100-108 kod satirlari arasinda olusturmus olduklari GANs
modeli degerlendirerek, olusturduklari bu modeli sisteme kayit ederek dogruluk sonuglarini
belirlerler.

iLon model [.h5" & (epoch+l)
(filename)
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Sekil 8.18. Model degerlendirme kod satirlari

Ogrenciler, Sekil 8.19'da gosterilen 111-126 kod satirlari arasinda olusturmus oldugu GANs
modelini egitmek icin olusturulan fonksiyonlari tek tek gagirarak kayip degerlerine gore modeli
degerlendirir.

r e ode a ode =38, n_batch=128):
bat_per_epo
half_batch

et, half batch)
ercek)

n_batch, 1) j
.train_

Sekil 8.19. Model egitimi kod satirlari
ilgili kodlar sonrasinda, “ayrimei”, “iiretici”, “GANs”, “Veri_set_yukleme” fonksiyonlari gagirilir:

son_boyut

d_mndel =

g_model = on_boyut)
1

gan_model = G (g_model, d _model)
dataset = Veri_set_yukleme()
train(g model, d model, gan model, dataset, son_boyut)

Sekil 8.20. Fonksiyonlarin ¢agrilmasi kod satirlar
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Sekil 8.21. Model egitimi esnasinda elde edilen 6rnek goriintiiler (epoch_sayisi=5)
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Sekil 8.22. Model egitimi esnasinda elde edilen 6rnek goriintiiler (epoch_sayisi=10)
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Sekil 8.23. Model egitimi esnasinda elde edilen 6rnek goriintiiler (epoch_sayisi=15)

Egitmene Not

Egitmen, ogrencilere ilgili kod satirlarini yazdiktan sonra egitim siiresinin ¢ok uzun oldugunu
ifade eder. Ogrenciler kod yazimini tamamladiktan sonra yaklasik her bir egitimin 15 saat
siirdligiinii goz oniinde bulundurarak egitim siirecini evde yapmalarini belirtir.

Egitmene Not

Egitmen, ogrencilerle 1. Hafta’da Python yapay zeka kiitliphaneleri icerisinde hazir olarak
bulunan “IRIS GIGEGI” uygulamasini gergeklestirirken, 3. Hafta'da Python yapay zeka
kiitliphanelerinde hazir bir veri seti olarak bulunmayan agik erigimli internet sitesinden alinan
“EKG sinyali” mithih_train.csv ve mitbih_test.csv dosyalari iizerinden iki farkli yapay zeka
uygulamasi gerceklestirilmistir. Boylece hem Python icerisinde gomiilii veri seti ile gomiili
olmayan veri seti iizerinde uygulama yapma imkani bulmuglardir. 8. Haftada ise gomiilii hazir
biiyiik veri tabanh bir veri seti ile goriintiilerin siniflandirma islemi gergeklestiriimislerdir.
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6. UYGULAMANIN PYTHON KODLARI

import matplotlib.pyplot as plt
import numpy as np
import seaborn as sns
import tensorflow as tf
from tqdm import tqdm
import os
from sklearn.metrics import classification_report,confusion_matrix
from PIL import Image
from tensorflow.keras.applications import ResNet152V2
from sklearn.model_selection import train_test_split
from warnings import filterwarnings
filterwarnings(‘ignore’)
labels = ['Cat','Dog]
image_size = 64
X_train =[]
y_train =[]
foriin labels:
folderPath = os.path.join('D:/Yapay Zeka/Yapay Zeka Ortaokul/Hafta
8/archive/Petimages/'+i)
klasor=folderPath+"/"
for j in tqdm(os.listdir(folderPath)):
yol=0s.path.join(klasor,j)
try:
img=np.array(Image.open(yol).convert('RGB').resize((image_size, image_size),
Image.ANTIALIAS))
X_train.append(img)
y_train.append(i)
except:

continue
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X_train=np.array(X_train)
y_train=np.array(y_train)
X_train,X_test,y_train,y_test = train_test_split(X_train,y_train,
test_size=0.1,random_state=101)
def kodlama (y_t):

y_new =]

foriiny_t:

y_new.append(labels.index(i))

return tf.keras.utils.to_categorical(y_new)
y_train=kodlama(y_train)
y_test=kodlama(y_test)
resnet = ResNet152V2(weights='imagenet,
include_top=False,input_shape=(image_size,image_size,3))
model = resnet.output
model = tf.keras.layers.GlobalAveragePooling2D()(model)
model = tf keras.layers.Dropout(rate=0.5)(model)
model = tf keras.layers.Dense(2,activation="softmax’)(model)
model = tf.keras.models.Model(inputs=resnet.input, outputs = model)
model.summary()
model.compile(loss="categorical_crossentropy',optimizer = 'Adam’, metrics= ['accuracy'])

model.fit(X_train,y_train,validation_split=0.1, epochs =5, verbose=1, batch_size=64)

pred = model.predict(X_test)
pred = np.argmax(pred,axis=1)

y_test_new = np.argmax(y_test,axis=1)

print(classification_report(y_test_new,pred))

fig,ax=plt.subplots(1,1,figsize=(14,7))
sns.heatmap(confusion_matrix(y_test_new,pred),ax=ax,xticklabels=labels,yticklabels=Iabels,a
nnot=True)

plt.show()
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)\ Yapay Zeka’da Derin
/ Ogrenme Cagi!

7. ILAVE ETKINLIK

Beyin tiimori, cocuklar ve yetiskinler arasinda olimciil hastaliklardan biri olarak kabul edilir. Her
yil yaklasik 11.700 kisiye beyin tiimorii teshisi konulmaktadir. Beyin tiimorii olan kisiler icin genel
olarak ortalama 5 yillik bir yagam siiresi ongoriilmektedir. Bu 6ngorii de erkeklerin yaklasik yiizde
34'l, kadinlarin ise yiizde 36'si igin yapilabilmektedir. Hastalarin yagsam beklentisini iyilestirmek
icin dogru tedavi, planlama ve dogru teshis uygulanmalidir. Beyin tiimorlerini saptamak igin en iyi
teknik Manyetik Rezonans Goriintiileme (MRI) teknigidir. Her ne kadar MRI gdriintiileri radyolog
tarafindan incelense de beyin tiimorlerinde yer alan karmasiklik diizeyi ve ozellikleri nedeniyle
manuel muayene sik sik hatalara neden olabilmektedir.

Derin 6grenme teknikleri kullanilarak insanlardan kaynaklanan hatalari minimize etmek diinyanin
her yerindeki doktorlara yardimci olacaktir. Bu nedenle, acik erisimli internet sitesinden
(Kaggle.com) alinan veri seti Konvoliisyonel Sinir A§i olan ResNet152_V2 derin 6grenme yontemi
kullanilarak beyin tiimorleri siniflandinimistir (Sekil 8.24). ilgili uygulamanin kodu Github
platformu Hafta8 klasoriinde yer alan H8_derinogrenme_beyintumoru.py dosyasi ile paylasiimis
durumdadir (Uygulamanin veri seti ilgili Kaggle linki altindan indirilmelidir).

Sekil 8.24. MRI goriintisii

Ogrenciler Cizelge 8.1'de verilen ResNet152_V2 derin 6§renme teknigi ile beyin timorii tespiti igin
giris ¢ikis parametresini belirler.
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Cizelge 8.1. ResNet152_V2 derin 6grenme teknigi igin giris ve ¢ikis parametreleri

Veri GIRiS PARAMETRESI CIKIS PARAMETRESI
eri
Sayisi o
MRI Goriintiisi Timér Sinifi
1
Glioma_tumor
150
Meningioma_tumor
1440
No_tumor

192




8. Boliim: Derin Ogrenme ile leri Diizey Coziimler

3264

Pituitary_tumor

Bu boliimde hastalara ait 3264 adet veri setinde (Web Kaynagi 8.8) MRI goriintiisii giris
parametrelerine gore beyin tiimoriiniin olup olmadigini ve tiiriinii belirlemede ResNet152_V2 derin
ogrenme teknigi ile siniflandiriima yapilmasi amaglanmustir.

VERI SETI iCiN INDIRME LIiNKi
https://www.kaggle.com/sartajbhuvaji/brain-tumor-classification-mri

PYTHON KODLARI:

import matplotlib.pyplot as plt

import numpy as np

import pandas as pd

import seaborn as sns

import cv2

import tensorflow as tf

from tensorflow.keras.preprocessing.image import ImageDataGenerator
from tqgdm import tqdm

import os

from sklearn.utils import shuffle

from sklearn.model_selection import train_test_split

from tensorflow.keras.applications import EfficientNetB0

from tensorflow.keras.callbacks import EarlyStopping, ReduceLROnPlateau, TensorBoard,
ModelCheckpoint

from sklearn.metrics import classification_report,confusion_matrix
import ipywidgets as widgets

import io

from PIL import Image

from IPython.display import display,clear_output

from warnings import filterwarnings

from PIL import Image

labels = ['glioma_tumor','no_tumor', meningioma_tumor', pituitary_tumor']
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X_train = []
y_train =]
image_size = 128
foriin labels:
folderPath = os.path.join('D:/Yapay Zeka/Yapay Zeka Ortaokul/Hafta
8/archive/', Training/',i)
klasor=folderPath+"/"
for j in tqdm(os.listdir(folderPath)):
yol=0s.path.join(klasor,j)
try:
img = Image.open(yol)
img = img.resize((image_size, image_size))
X_train.append(np.array(img))
y_train.append(i)
except:
continue

foriin labels:
folderPath = os.path.join('D:/Yapay Zeka/Yapay Zeka Ortaokul/Hafta
8/archive/', Testing/',i)
klasor=folderPath+"/"
for j in tqdm(os.listdir(folderPath)):
yol=0s.path.join(klasor,j)
try:
img = Image.open(yol)
img = img.resize((image_size, image_size))
X_train.append(np.array(img))
y_train.append(i)
except:
continue

X_train = np.array(X_train)
y_train = np.array(y_train)

X_train, y_train = shuffle(X_train,y_train, random_state=101)

datagen = ImageDataGenerator(
rotation_range=30,
width_shift_range=0.1,
height_shift_range=0.1,
zoom_range=0.2,
horizontal_flip=True)

datagen.fit(X_train)
print(X_train.shape)
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X_train,X_test,y_train,y_test = train_test_split(X_train,y_train,
test_size=0.1,random_state=101)

y_train_new =[]

foriiny_train:
y_train_new.append(labels.index(i))

y_train = y_train_new

y_train = tf.keras.utils.to_categorical(y_train)

y_test_new = ]

foriiny_test:
y_test_new.append(labels.index(i))

y_test = y_test_new

y_test = tf.keras.utils.to_categorical(y_test)

from tensorflow.keras.applications import ResNet152V2
resnet = ResNet152V2(weights='imagenet,
include_top=False,input_shape=(image_size,image_size,3))

model = resnet.output

model = tf.keras.layers.GlobalAveragePooling2D()(model)

model = tf keras.layers.Dropout(rate=0.5)(model)

model = tf keras.layers.Dense(4,activation="softmax’)(model)

model = tf.keras.models.Model(inputs=resnet.input, outputs = model)

model.summary()

model.compile(loss="categorical_crossentropy',optimizer = 'Adam’, metrics= ['accuracy'])

tensorboard = TensorBoard(log_dir = 'logs’)
checkpoint =
ModelCheckpoint("resnet152v1.h5", monitor="val_accuracy",save_best_only=True,mode="auto
"verbose=1)
reduce_Ir = ReduceLROnPlateau(monitor = 'val_accuracy', factor = 0.4, patience = 2,
min_delta = 0.001,mode="auto',verbose=1)

history = model.fit(X_train,y_train,validation_split=0.1, epochs =5, verbose=1, batch_size=64,
callbacks=[tensorboard,checkpoint,reduce_Ir])

filterwarnings(‘ignore’)

epochs = [i for i in range(25)]

fig, ax = plt.subplots(1,2,figsize=(14,7))
train_acc = history.history['accuracy’]
train_loss = history.history['loss']
val_acc = history.history['val_accuracy]
val_loss = history.history['val_loss']

colors_dark = ["#1F1F1F", "#313131", '#636363', '#AEAEAE', ' #DADADA|
colors_red = ["#331313", "#582626", '#9E1717', '#D35151", '#E9B4B4]
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colors_green = [#01411C', #4B6F44', #4F7942',#74C365', #DOFOCO']

sns.palplot(colors_dark)
sns.palplot(colors_green)
sns.palplot(colors_red)

fig.text(s="Epochs vs. Training and Validation Accuracy/Loss',size=18,fontweight="bold’,
fontname="monospace',color=colors_dark[1],y=1,x=0.28,alpha=0.8)

sns.despine()

ax[0].plot(epochs, train_acc,

marker='0',markerfacecolor=colors_green[2],color=colors_green[3],
label = 'Training Accuracy')

ax[0].plot(epochs, val_acc, marker='0',markerfacecolor=colors_red[2],color=colors_red|3],
label = 'Validation Accuracy')

ax[0].legend(frameon=False)

ax[0].set_xlabel('Epochs')

ax[0].set_ylabel('Accuracy')

sns.despine()

ax[1].plot(epochs, train_loss,

marker='0',markerfacecolor=colors_green[2],color=colors_green[3],
label ='Training Loss')

ax[1].plot(epochs, val_loss, marker='0',markerfacecolor=colors_red[2],color=colors_red[3],
label = 'Validation Loss')

ax[1].legend(frameon=False)

ax[1].set_xlabel('Epochs')

ax[1].set_ylabel('Training & Validation Loss')

fig.show()

pred = model.predict(X_test)

pred = np.argmax(pred,axis=1)
y_test_new = np.argmax(y_test,axis=1)

print(classification_report(y_test_new,pred))

fig,ax=plt.subplots(1,1,figsize=(14,7))
sns.heatmap(confusion_matrix(y_test_new,pred),ax=ax,xticklabels=Iabels,yticklabels=labels,a
nnot=True,
cmap=colors_green[::-1],alpha=0.7 linewidths=2,linecolor=colors_dark[3])
fig.text(s="Heatmap of the Confusion Matrix',size=18,fontweight="bold’,
fontname="monospace',color=colors_dark[1],y=0.92,x=0.28,alpha=0.8)
plt.show()
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Egitmene Not

Egitmen, bu haftaki egitime yonelik 6grencilerin ilgisini arttirmak ve yeni dgrenilen bilgileri
onceden ogrenilen bilgiler ile karsilastirmalarini saglamak icin asagida maddeler halinde
verilen sorular tartisir.
e llgili haftada ele alinan yapay zekd uygulamalarina uygun ornek veri setleri neler
olabilir?
e lgili haftada ele alinan veri setlerinin yapay zeka teknik ve kiitiiphanelerinde ne
derecede basarim etkisi olmustur?
e llgili haftada 6gretilen yapay zeka teknigi ile uyumlu ve uyumsuz olabilecek agik
erigsimli veri seti gesitleri sunan (kaagle, github vs.) internet sitelerinden elde
edilecek farkli veri gesitleri ile yapay zeka teknigi uyumlulugunu sorar.

Egitmene Not

Egitmen, 0grencilerin 7. ve 8. Hafta icerisinde elde ettikleri bilgi-becerileri degerlendirmek,
aktif katiimlarini saglamak icin ‘Kahoot' uygulamasini ya da benzeri bir Web 2.0
uygulamasini kullanarak ‘bilgi yarismasi’ diizenleyebilir.

7. ve 8. Hafta baglaminda sorulabilecek sorular; zeki optimizasyon kavraminin ve
¢oziimlerinin temelleri, farkli zeki optimizasyon teknikleri ile uygulamalar, derin 6grenme
kavraminin temelleri, farkli derin 6grenme tekniklerinin temelleri ve ilgili ¢oziim yaklagimlari
yoniinde olabilir.

Kaynakca

Dogan, F., & Tiirkoglu, i. (2019). Derin 6grenme modelleri ve uygulama alanlarina iliskin bir
derleme. Dicle Universitesi Miihendislik Fakiiltesi Miihendislik Dergisi, 10(2), 409-445.

Dai, X., Cheng, J., Gao, Y., Guo, S., Yang, X., Xu, X., & Cen, Y. (2020). Deep belief network for feature
extraction of urban artificial targets. Mathematical Problems in Engineering, 2020, Article
ID 2387823.

Web Kaynagi 8.1: https://kim.hfg-karlsruhe.de/neural-network-chart/

Web Kaynag 8.2: https://medium.com/@tuncerergin/convolutional-neural-network-convnet-

yada-cnn-nedir-nasil-calisir-97a0f5d34cad
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Web Kaynag 8.3: https://www.bezelyedergi.net/post/biyoinformatik-derin-
%C3%B6%C4%9Frenme-deep-learning

Web Kaynag 8.4: https://paperswithcode.com/method/u-net-gan

Web Kaynag 8.5: https://medium.com/@hamzaerguder/recurrent-neural-network-nedir-
bdd3d0839120

Web Kaynag 8.6: https://www.bezelyedergi.net/post/biyoinformatik-derin-
%C3%B6%C4%9Frenme-deep-learning

Web Kaynag 8.7: https://blog.adresgezgini.com/faceapp-uygulamasiyla-yaslandik

Web Kaynag 8.8: https://www.kaggle.com/sartajbhuvaji/brain-tumor-classification-mri
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Proje Yarismasi

DENEYAP

TURKIiYE

Yapay Zeka

Final Proje Yarigmasi/
Emisyon Siniflarinin Tahmini

|<

Egitmene Not

Egitmen ogrencilere onceki haftalarda genel hatlariyla anlattigi; egitim sonu proje yarigmasi
hakkinda detayli bilgilendirmelerde bulunur. Egitim siireci sonuna dogru, yarismadaki
probleme iligkin olarak agagida sunulan bilgileri 6grenciler ile birlikte inceler ve irdeler.

Egitmen ayni zamanda ilerleyen sayfalarda sunulan kurallari ve genel siireci dikkate alarak
yarigma siirecinin gergeklestirilip degerlendirilmesini saglar. Egitmenin dikkate alacagi
kurallar ve degerlendirme dokiimanlari ayrica sunulacaktir.

Sevgili Deneyap Ogrencimiz,

iklim degisikligi biitiin diinyay! derinden etkileyen ve 20. yiizyildan bu yana farkli sonuclarla
kendini hissettiren 6nemli bir kiiresel sorundur. iklim degisikligi sebepli sorunlar arasinda
anormal sicakliklarin ve mevsim gegislerinin goriilmesi, dogal afetlerin artmasi, buzullarin
erimesi, ekosistemlerde dengelerin bozulmasi ve insanlarda kitlesel saglik problemlerinin bas
gostermesi yer almaktadir.

iklim degisikligi sorununa farkli insan faaliyetleri sebep olmakla birlikte 6zellikle kiiresel 1sinma
iizerindeki etkisi biiyiik olan sera gazi emisyonu, s6z konusu sorunlar arasinda oldukga kritik bir
noktada yer almaktadir. Tipki diger iklim degisikligi sorunlari gibi sera gazi emisyonu sorununa
da iilkemizdeki etkin ¢aligmalarla ¢oziimler iiretilmeye ¢alisiimaktadir.
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Yapay Zeka ile Tahmin Sistemi Tasarlayalim!

Deneyap Teknoloji Atolyeleri - Yapay Zeka Dersi Final Projesi kapsaminda, Birlegmis Milletler
tarafindan sunulan, farkli ilkelerin 1990-2017 yillarni arasindaki emisyon siniflarini iceren
‘International Greenhouse Gas Emissions’ veri seti iizerinde analizler yapan en basarili yapay zeka
programini, derste 6grendikleriniz esliginde Python kodlama dili ile gelistirmeniz istenmektedir.

Veri setini buraya tiklayarak ulasacaginiz klasorden indirebilirsiniz

Yarigma Kurallari

e Yarisma sadece Python kodu ile ders siireglerinde anlatilan yapay zeka
tekniklerinin/yontemlerinin  kullamimini icermektedir. Farkli kodlama ortamlari ve
tekniklerle yazilan kodlar diskalifiye sebebidir.

e VYazilacak kod icerisinde sadece bir yapay zeka teknigi kullaniimasi beklenmektedir.
Birden fazla teknik kodu olmasi durumunda yukaridan asagiya dogru yazilan ilk teknik
dikkate alinacaktir ancak baska teknikleri kullanmak da puan kazandiracaktir.

e Yarisma siireci 7. hafta sonundan 8. hafta dersi 2 giin oncesine kadar siirmektedir.
Kodlarinizi istediginiz gibi diizenleyebilirsiniz. Ancak Degerlendirme bashgi altindaki
kriterlere dikkat etmeniz yiiksek puan almanizi saglayacaktir.

e Hazirlamis oldugunuz programin py dosyasini ekip_adi_il.py seklinde isimlendirerek (veri
setine ayrica gerek yoktur) 8. hafta dersinden 2 giin oncesine kadar egitmene e-posta
yoluyla gonderebilirsiniz).

o Veri seti siniflandirma problemine tekabiil etmektedir. Veri seti detaylarinin anlagilmasi
ve kullanimi yarigmanin bir pargasidir.

o Kodlayacaginiz yapay zeka algoritmasi veri setinin %50'si egitim, %50'si test igin
kullaniimahidir.

Degerlendirme

Gonderilen her program (kod biitiinii), once asagidaki kistaslara gore elde edilen toplam puan
iizerinden degerlendirilecektir. Her kriter 10 puandir. Degerlendirmeler her ilin kendi igerisinde
olacaktir:

Degerlendirme Kriteri Kriter Onayi
Yapay zeka kiitiiphanesinin ¢agirilmasi Evet/Hayir
Veri setinin %50 egitim %50 test seklinde ayriimasi Evet/Hayir
Egitim ve test veri setlerinin rastgele verilerle olusturulmasi Evet/Hayir
Yapay zeka tekniginin egitilmesi Evet/Hayir
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Yapay zeka tekniginin (egitimin) test edilmesi

Bulgularin ekrana dogruluk degeri ile yansitilmasi

Bulgularin ekrana karmasiklik matrisi ile yansitiimasi

Bes farkli galistirma sonunda ortalama %70’den yiiksek dogruluk elde edilmesi

Bes farkl calistirma sonunda ortalama %80'den yiiksek dogruluk elde edilmesi

Bes farkli galistirma sonunda ortalama %90°dan yiiksek dogruluk elde edilmesi

Ayni problem igin baska yapay zeka tekniklerinin (en az 2 farkh teknik) uygulanmasi

Biitlin yapay zeka teknikleri ile elde edilen sonuglarin karsilagtiriimasi

Tiim ogrencilerimize basarilar dileriz.

DENEYAP

TURKIiYE

Yapay Zeka
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Proje Yarigmast

Evet/Hayir
Evet/Hayir
Evet/Hayir
Evet/Hayir
Evet/Hayir
Evet/Hayir
Evet/Hayir
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